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Foreword 
The ACS Symposium Series was first published in 1974 to pro

vide a mechanism for publishing symposia quickly in book form. The 
purpose of the series is to publish timely, comprehensive books devel
oped from ACS sponsored symposia based on current scientific re
search. Occasionally, books are developed from symposia sponsored by 
other organizations when the topic is of keen interest to the chemistry 
audience. 

Before agreeing to publish a book, the proposed table of con
tents is reviewed for appropriate and comprehensive coverage and for 
interest to the audience. Some papers may be excluded to better focus 
the book; others may be added to provide comprehensiveness. When 
appropriate, overview or introductory chapters are added. Drafts of 
chapters are peer-reviewed prior to final acceptance or rejection, and 
manuscripts are prepared in camera-ready format. 

As a rule, only original research papers and original review 
papers are included in the volumes. Verbatim reproductions of previ
ously published papers are not accepted. 
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Preface 
In the past ten years, the interest in the functional and 

structural aspects of carbohydrates and glycoconjugates has 
increased enormously. Great insights have been made into the 
mode of action of glycans in cells, tissues, organs, and organisms. 
As more and more information becomes known implicating 
carbohydrates in biological function, increasing pressure is placed 
on all aspects of biophysical methods to adapt and advance in 
order to provide structural insight into the biology of carbohydrates 
and conjugated glycans. Many existing tools that have served 
admirably to probe structure-function relationships in proteins are 
difficult or impossible to apply to complex glycans and 
glycoproteins. Established structural methods, such as X-ray 
diffraction or NMR spectroscopy also face enormous challenges 
when applied to the study of biologically relevant glycans in 
glycoproteins. 

Although significant improvements in analytical techniques 
and instrumentation have reduced the amounts of material needed 
for unambiguous determination of the primary structure, still 
difficulties exist in obtaining sufficient material of acceptable 
purity, due to the presence of microheterogeneity in the glycans 
present in glycoproteins. In principle, NMR spectroscopy is well 
suited for work with less homogeneous samples, but limitations 
associated with molecular weight and intermolecular kinetics 
attenuate its application to large glycoproteins or 
protein-polysaccharide complexes. In addition, the flexibility of 
oligosaccharides, especially those containing 1-6 linkages, 
introduces unique challenges in interpreting NMR data in terms of 
three-dimensional structures. However, the developments in high-
resolution NMR spectroscopy render it possible to deduce at least 
the primary sequences of glycoprotein-derived glycans. NMR 
parameters also allow relevant conclusions to be drawn concerning 
the confirmation and dynamics of glycans in free or covalently 
bound form, this data alone is rarely sufficient to completely 
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determine the three-dimensional structure. Combination with other 
approaches such as molecular mechanics calculations and 
molecular dynamics simulations are often indispensable. 

To focus the attention of glycoscientists on the scope of present 
day NMR spectroscopy for the structural studies of carbohydrates and 
glycoconjugates, Chapters 1-7 of this volume are collected, mainly 
based on contributions at the American Chemical Society's (ACS) 
Tutorial Symposium οn NMR Spectroscopy of Carbohydrates in 2004. 
Various NMR techniques and applications are presented as advanced 
introductions to the type of problems that can be studied by these 
methods. For the functioning of glycans in biological systems, 
recognition and interaction phenomena with complementary molecules 
are key features. The investigation of such processes is also referred to in 
several chapters. 

Because of the challenges and limitations of traditional 
experimental methods, computational techniques can contribute unique 
insight into the relationship between oligosaccharide structure and 
biological function. Perhaps in no other field can biomolecular 
calculations make as major a contribution; whether they serve to provide 
models to assist in the interpretation of otherwise insufficient 
experimental data or to provide a priori models for the structure of 
oligosaccharides or insight into the mechanisms of carbohydrate 
recognition. From the application of quantum mechanics in the study of 
carbohydrate-processing enzymes to the classical dynamics simulation of 
oligosaccharides and their protein complexes, the range of systems being 
examined theoretically is rapidly expanding. 

While their promise is great, the potential for computational 
methods to provide misleading information must be recognized. When 
applied to experimentally underdetermined systems, as is frequently the 
case when working with NMR data, the onus is clearly on the theorist to 
establish the accuracy and suitability of the chosen computational 
method. Biomolecules are dynamic and none more so than 
oligosaccharides. Thus, it is imperative that carbohydrate modeling and 
methodological development address the temporal properties of these 
molecules as well as the spatial properties. Oligosaccharides frequently 
populate multiple conformational families, arising from rotation about 
the glycosidic linkages, that is, they do not generally exhibit well-defined 
tertiary structures. To adequately sample these conformational 
properties, which often have lifetimes in excess of 5 ns, requires 

xii 

  
  



extremely long MD simulations to be performed. When combined with 
the need to include water molecules explicitly, these simulations become 
some of the most demanding of any biomolecular system. 

Given their structural diversity and flexibility, it is not surprising 
that carbohydrate modeling faces many unique challenges. Examples of 
many of these issues were discussed at the ACS Computational 
Carbohydrate Chemistry Symposium in 2004 and are highlighted in 
Chapters 8-16. 

The editors hope that the readers will appreciate the various 
contributions and will profit from them in solving structural problems of 
glycans. It is a pleasure to thank the Symposium lecturers and the writers 
of the chapters for their contributions and efforts. 

Johannes F. G. Vliegenthart 
Bijvoet Center 
Utrecht University 
Padualaan 8 
NL-3584CH Utrecht 
The Netherlands 
j.f.g.vliegenthart@chem.uu.nl 

Robert J. Woods 
Complex Carbohydrate Research Center 
University of Georgia 
315 Riverbend Road 
Athens, GA 30602 
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Chapter 1 

Introduction to NMR Spectroscopy of Carbohydrates 

Johannes F. G. Vliegenthart 

Bijvoet Center, Department of Bioorganic Chemistry, Utrecht University, 
Padualaan 8,3584 C H Utrecht, The Netherlands 

In this chapter an introductory overview is presented of 
advances in N M R spectroscopy of carbohydrates. The main 
emphasis is on the application of 1 H - N M R spectroscopy for 
identification and structural studies of glycans. 

Introduction 

The application of N M R spectroscopy to carbohydrates has a relatively long 
history, but its suitability for structural analysis has increased enormously in 
recent years (/). 

The N M R spectroscopy of biomolecules in general has undergone an almost 
complete revolution in the past 25 years. Spectacular developments in the 
instrumentation, pulse sequences, spectral interpretation, isotope labeling of 
compounds and molecular modeling techniques have led to new possibilities to 
determine the primary structure and the three-dimensional structure of 
biomolecules in solution (2). The high resolutions that can be obtained with the 
most advanced spectrometers allow the unraveling of details of the structure and 
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render possible the study of the molecular dynamics in solution. Even for large 
molecules significant information can be derived. The most impressive progress 
has been made for proteins and nucleic acids. For these compounds the main 
chain, the side-chains of the constituting residues and the homo- and heterotypic 
interactions can be established with a high degree of accuracy. The advances in 
isotope labeling through cloning techniques and organic chemistry have 
stimulated the further development of the direct and indirect spectral detection of 
various nuclei. 

For carbohydrates and glycoconjugates l H and 1 3 C have proved to be 
extremely valuable to determine primary structures. In fact the characterization 
of (partial) structures of glycoprotein-derived N-glycans has greatly facilitated 
the unraveling of biosynthetic routes and studying the functional roles of these 
glycans in complex biological systems. Another important aspect concerns the 
confirmation of the identity of glycan structures that are supposed to be identical 
to known compounds. 

Owing to the inherent flexibility of carbohydrate chains, the characterization 
of the three-dimensional structure in solution is rarely feasible into the same 
detail as for proteins and nucleic acids. Nevertheless, interesting results have 
been obtained. For the study of the interaction of carbohydrates with 
complementary compounds N M R spectroscopy can be a valuable tool (7). The 
labeling of carbohydrates and glycan chains with isotopes is a bit more 
cumbersome for carbohydrates than for other bio-macromolecules. Glycan-
labeling is eagerly waiting for further innovations. In addition to ! H and 1 3 C 
spectra also those of the nuclei 1 5 N , 1 7 0 , 1 9 F , 3 1 P (whether or not fully 
isotopically enriched) and of several metal ions in carbohydrates have been 
recorded. Obviously, resolution and sensitivity are different for the various 
nuclei and thereby decisive for the type of information that can be extracted from 
the spectra. 

This introductory chapter will mainly be focused on l H - N M R spectra 
carbohydrates and glycoconjugates. 

*H NMR spectra of glycans and the reporter group concept 

Usually, the spectra of unprotected glycans are recorded in 2 H 2 0 after full 
exchange of the exchangeable protons (3.4). Spectra recorded at N M R machines 
operating at 500 M H z or at higher frequencies contain sufficient details to be 
used as identity card (5). For the (partial) assignment of the resonances in novel 
compounds additional N M R experiments are needed. For the characterization of 
compounds described in literature, mostly comparison of the spectral data to 
reference data is sufficient. Two groups of signals can be distinguished. First, 
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the so-called bulk signal containing mainly the non-anomeric protons, present in 
a rather narrow spectral range between 3.2 and 3.9 ppm. Secondly, the 
structural-reporter-group signals that are found outside the bulk region (6-8). 
The chemical shift patterns of the structural reporter groups comprising chemical 
shifts and couplings are translated into structural information, based on a 
comparison to patterns in a library of relevant reference compounds. The 
comparison of N M R data for many closely related glycans resulted in empirical 
rules to correlate chemical shift values with carbohydrate structures. Successful 
application of this approach requires accurate calibration of the experimental 
conditions like sample temperature, solvent and pH (3.4). 

The structural reporter group signals can be subdivided into the following 
categories: 

Anomeric protons: shifted downfield, due to their relative unshielding by the 
ring oxygen atom. 

Protons that can be discerned outside of the bulk region, as a result of 
glycosylation shifts, or under influence of substituents such as sulfate, phosphate 
and acyl groups. 

Deoxysugar protons. 
Alkyl and acyl substituents like methyl and acetyl, glycolyl, pyruvate, 

respectively. 
The N M R database 'sugabase' to identify glycan structures has been 

founded on such assignments (8Ί0). It should be emphasized that definitive 
conclusions on the identity of novel compounds invariably require validation by 
experimental data from independent approaches. Since the reporter group signals 
are relatively insensitive for alterations in the structural elements remote from 
the corresponding locus, the structural-reporter group concept has proved its 
usefulness for the identification of numerous compounds. In particular, the 
concept is invaluable for the analysis of glycoconjugate-glycans that form an 
ensemble of closely related compounds. 

2D-spectra 

To assign resonances in the region of the bulk signal and of coinciding 
structure reporter group signals, 2-D homonuclear correlation type of spectra, 
such as various COSY or TOCSY experiments are needed. In this way spin 
systems corresponding to monosaccharide constituents can be traced. In general 
the interpretation of such spectra can start from an anomeric signal or from any 
other well-resolved signal. For compound I (see Fig. 1), a heptasaccharide 
methyl β-glycoside, corresponding to a low molecular mass glycan of a D - . 
hemocyanin of the snail Helix Pomatia (77), the TOCSY spectrum is depicted in 
Fig.2 (72). 
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Mama 1-6 Fucal-6 
\ \ 

Manp 1 -4GlcNAcp 1 -4GlcNAcp 1 -OMe 
/ 

Manal-3 

Xyipi-2 

Figure 1. Structure of compound 1. The monosaccharide constituents are in the 
text and spectra abbreviated as: 49 = Manal-6, 4 = Manal-3, 3 = Μαηβ1-4, 

2 = GlcNAcpi-4, 1 = GlcNAcfil-, X = Xylfil-2, F = Fucal-6, 
OMe = O-Methyl. 

(p.p.m.) 
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Figure 2 lH-lH TOCSY spectrum at 500 MHz, 281.5 K, mixing time 100ms. 
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Homomiclear COSY and TOCSY spectra do not provide monosaccharide 
sequence information, due to the absence of coupling over the glycosidic 
linkage. Often N O E S Y or ROESY spectra are used for this purpose. In many 
cases the most intense N O E S Y peak identifies the linkage, but not always. In 
Fig. 3 the ROESY spectrum of compound 1 is presented (72). 

2H1 00 

3H1 
F H 1 ^ \ 

4Ή1 ; 

4H1 j - ? y 
2H1 

„ F H 5 § f — « 0 0 0 
• FH3 FH4 

» 3 H 2 0 m §8 · · 

it ο 4H5 3H3 1 H - 2 1H3/H5 ^ Ο Μ θ 

1H1 S : : : : : : : : § ^ = ^ = = ^ « 0 ^ « l O f 0| f : : : : i f l e 

î f 3H2 2H2/H3/H4 * H 3 | XH5ax 

1H4lirÎH6R X H 2 

- C f i ^ " < f e 2 H 5 

3H2 3 H 3 2H4 3H5 j 
• = ^ ^ \ 

C l H 6 S FH2] 1H6R 
4Ή2 3H6S 

θ ( f i * ' 
4H2 3 H 3 . 3 H 4 

— I — 
4.2 3 - 4 (P.pm.) 

Figure 3. ROESY spectrum of compound I at 500 Mz, 281.5 K, 
mixing-time 155 ms. 

*H- 1 3 C Heteronuclear multiple and single quantum coherence 
spectra, 

! H - I 3 C H M Q C and HSQC spectra provide important correlations. Owing to 
the usually large dispersion of the 1 3 C signals, these spectra have a great value 
for the interpretation. Often in the H M Q C spectra the one-bond correlations are 
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filtered out. In our laboratory this filter is hardly used, because omitting the filter 
gives many one-bond correlations as well, which are convenient in the 
assignment process. The H M Q C spectrum of compound 1 is shown in Fig. 4 
(12). 

1- 2 
CJTJOO utsttnuu MBMO 

2- 2 λ Ο . Μ θ . . φ 

2-6S M R , _ 
4 ' -6S Λ c i · ο ά ^ , 4'-6R 

4 - 6 S k"fcTJ=:r=.-r.-iJ " 4-6R 
3-6R _ X - 5 e q p - H f ê S . . . , ftQ χ-5βχ ( 

1-6S t . . . . . . . « . . . i -6R 0 0 3 « 
^ = £ 2 1 . : · ^ } , ° · · · ^ * · 4-4 

F-5 « 9 3 -4 « ^ ï Z Z S Î i " ρ · ; , ^ 4 ' - 4 

CD... 4-5 c g B •·• 2 - 5 · · · ^ · ^ " ^ · · ·*» 
3 - 5 " ^ 'ox*. . " . .g—-too 

co. . . 3 :3 Λ 

00O...J..& * · 

fc
 6 3 - 2 * 0 0 3 Τ Γ - -

Λ 4 ' - 1 / M a , 1 

Φ —•·ο·.--·Α 1̂ ι 
4 2-1 p « 1-1 

........... 

ι — 
5.4 

— I — 
5.0 

— I — 
4.6 

— I — 
4.2 3.8 

— 1 1 
3.4 (p.p.m.) 

Figure 4. lH-nC HMQC spectrum of compound 1, 300 K, abbr. according to the 
legend of Fig. I, second number refers to the lH and 13C positions in the 

monosaccharide. 

In determination of the structure of the repeating unit of polysaccharides HSQC 
spectra are very helpful. This is demonstrated in Fig. 5 for the repeating unit of 
the exopolysaccharide from Streptococcus thermophilus S3 (13). A complication 
in the structure stems from the partial acetylation of constituent B. So far it was 
not feasible to elucidate the distribution of the acetyl groups over the 
polysaccharide chain. 
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Β P - D - G t f 2 A c 0 4 

1 

4 
6 

->3)-β-Ι>Ό»1ρΚ 1 ->3)-a-l>Ga|p-(l - > 3 ) - a - L - R h « K l ->2)-a-L-Rhv-( I ->2)-a-D-Galp-( 1 -> 

Figure 5. Structure of the repeating unit of the exopolysaccharide of 
Streptococcus thermophilus S3. 
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ΡΡΜ 

Figure 6. 500-MHz 2D lH-nC undecoupled HSQC spectrum of the native 
exopolysaccharide of Streptococcus thermophilus S3 at 340 Κ (\3). 

The heteronuclear multiple-bond spectroscopy (HMBC) is basically a 
H M Q C experiment tuned at small (1-10 Hz) heteronuclear couplings. For 
sequence information the H M B C experiment is useful, since it yields through 
bond correlations. The spectrum provides cross peaks between each anomeric 
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carbon atom and the proton of the adjacent sugar residue as well as between the 
anomeric proton and the ring carbon atom of the adjacent sugar residue. 

In particular in assigning the structure of the repeating units in 
polysaccharides, these spectra are very helpful. This is illustrated for the 
repeating unit of the exopolysaccharide of Lactobacillus delbrueckii subspecies 
bulgaricus (Fig. 7) in the H M B C spectrum shown in Fig. 8 (14). 

A C 
P - D - G a l p - ( l - » 4 ) - p - D - G l ç p 

1 

I 
6 

-*4)«P-D-Glçp-(1 - > 4 ) - a - D - G l ç p - ( 1 - » 4 ) - p - D - G a l p - ( 1 - > 

D E B 

Figure 7. Structure of the repeating unit of the exopolysaccharide of 
Lactobacillus delbrueckii subspecies bulgaricus. 

7 4 . 0 J 
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82.0 4 

H M B C 
CH-1.EC-6 

EH-1.EC-5 ·· 
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CH-1.CC-3 

*> AH-1.AC-3 

AH-1.AC-5 

EH-1.BC-4 4SO 
D H-1, EC-4 · · 

A H - 1 . C C 4 

BH-1.DC-4 
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102.01 

106.0 J 

• EH-1.EC-1 

CH-1.CC-1 
DH-1.DC-1- " · * " - - - - - - - - - - 8 t m v J 

Β H-1.Β C-1 
AH-1»AC-1-p7--*fc 

5.2 5,0 4.6 4.8 4.4 
P P M 

4.2 

Figure 8. Partial 500-MHz JH-]3C undecoupled HBQC spectrum of the 
polysaccharide from Lactobacillus delbrueckii subspecies bulgaricus at 353 K. 
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However, useful application of these spectra requires a preceding assignment of 
the l 3 C and *H resonances. 

Field strength 

The development of N M R instruments, operating at higher field strengths, 
has improved the resolution and sensitivity enormously. The advantages of 
advanced instrumentation are particularly relevant for complex molecules like 
glycoproteins. For polysaccharides built up of repeating units, spectral 
improvements can be observed, but they are not spectacular. This can be 
illustrated by comparison of 1-D (Fig. 10) and 2-D (Figs. 11-14) spectra 
recorded at 500 and 900 MHz, respectively, for the exopolysaccharide L. lactis 
cremoris having the repeating structure as shown in Fig. 9 (75) 

D B A 
-*4-β-0-ΰφ-(1 -*3)-β-ΙΜ3β1ρ-(1 ->4)-a-OGa^(1 -> 

3 
Î 
1 

C β · 0 € φ 
3 
Î 
1 

Ε β-ΕΚ3φ 

Figure 9. Structure of the repeating unit of the exopolysaccharide from 
Lactobacillus lactis cremoris. 

JIDiIjul J 
P P M 5.0 4.8 4.6 4.4 4.2 4.0 3.8 3.6 3.4 

Figure 10. I D *HNMR spectrum of the exopolysaccharide; upper trace at 500 
MHz, lower trace at 900 MHz. 
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H414 T O C S Y 75ms @ 500MHz 343K 
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Figure 11. TOCSY spectrum of the exopolysaccharide at 500 MHz. 
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Figure 12. TOCSY spectrum of the exopolysaccharide at 900 MHz. 
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Figure 13. NOESY spectrum of the exopolysaccharide at 500 MHz. 
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Figure 14. NOESY spectrum of the exopolysaccharide at 900 MHz. 
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3-D NMR spectra 

Owing to the small chemical shift dispersion in carbohydrate N M R spectra 
these molecules are well suited for 3-D N M R . 

In principle any two 2-D methods can be combined into a 3-D experiment. 
Non-selective homonuclear 3-D NOESY-TOCSY was the first method applied 
to an oligosaccharide (16, 17) Suitable 2-D alternatives have been developed 
since then (18, 19\ which are more efficient in the data collection. 

The characterization of the spatial structure in solution of glycans, free, in a 
complex with complementary molecules, or covalently bound to other molecules 
like proteins or lipids, is relevant for gaining insight into the functioning of these 
molecules and for their recognition by complementary molecules. In the last 
case, it should be emphasized that by such interactions the conformational 
equilibrium may undergo alterations in comparison to the free state, since 
carbohydrates have an inherent flexibility and can adapt to the binding site. 
Similarly, in glycoconjugates the glycan conformation can be affected by 
interaction with non-glycan part. Estimation of the overall solution structure 
requires determination of the conformation of the constituting monosaccharides 
and of all glycosidic linkages. An oligosaccharide chain manifests flexibility 
throughout the whole molecule on a short time scale by fast vibrations at bonds 
and angles and on a longer time scale by changes of the dihedral angles. The 
conformationally relevant dihedral angles φ, ψ and ω are indicated in Fig. 15. 

Conformation 

ο 

ο· 

φ 
,0 

Ο' 
.0 

ο φ ψ 

Figure 15. Conformational angles ψ, ψ, and ω according to 1UPAC-IUB βΟ). 
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Information on the rate of tumbling and the internal flexibilities can be 
deduced from the longitudinal relaxation time TV 

lH-lH coupling constants are important for exploring the ring conformations 
of the constituents and for an estimation of the dihedral angle ω for the 
glycosidic linkages via an exocyclic hydroxymethyl group. 

The skeleton protons of the constituting monosaccharide can be studied by 
homonuclear !Η-ΝΟΕ experiments. The smallest NOEs that can be measured 
correspond to a distance between the protons of about 5 A . Several intra-
residual ιΗ-*Η NOEs can be observed, but only one or two wter-residual NOEs 
can be measured for consecutive monosaccharides. Only the latter are relevant 
for an overall 3-D structure. NOEs between further remote constituents are rare 
in non-rigid chains. 

Heteronuclear ! H - 1 3 C NOEs are useful by giving access to the calculation of 
distances between carbon atoms and protons. The three-bond ! H - 1 3 C NOEs are 
suitable for the determination of the glycosidic linkage conformation. 

Complications in the analysis of NOEs arise from internal motions and 
flexibility of the carbohydrate chain. When in comparison to the N O E build up 
rate, fast internal motions occur within a chain, they will affect the NOE build up 
rates and intensities. Since the observed N M R parameters are averages of the 
different coexisting conformations, unrealistic results may be obtained by 
translating the measured NOEs directly into distances. 

Therefore, complementary approaches are necessary to identify the distinct 
conformations and to determine their abundance, e.g. through a combination of 
Molecular Mechanics (MM) and Molecular Dynamics (MD) calculations. The 
M M calculations are used to search for energy minima in vacuo in the 
conformational space. The M D calculations are based on a derivative of the 
potential energies to calculate the accelerations of the individual atoms using 
Newton's law: F = m χ a. 

Velocities of the atoms are then calculated and after integration of a time 
step of typically 1 - 2 fs, the molecular system gets new coordinates. This 
process is repeated as long as the M D simulation lasts. 

The obtained trajectories of a molecule through space in time make it 
possible to extract time-dependent parameters like correlation time, diffusion 
constants and free energies. During the M D simulation time-averaged N O E 
constraints are applied. A time averaged interval of the M D trajectory is 
evaluated with the N O E constraints, so the molecular system gets the opportunity 
to adapt its conformation. 

In our laboratory, the M D simulations are carried out in water by means of 
the GROMOS program to probe the solution-structure (27). 

Other approaches that yield independent information on the conformations 
involved can be obtained from N M R residual dipolar couplings in aqueous, 
dilute liquid crystalline media (see chapters by Prestegârd and Widmalm in this 
volume) and from uniform or specific l 3C-labeling of the constituents. 

  
  



14 

Conformational study compound 1 

In the framework of our investigations of the solution structure of intact 
glycoproteins, we studied the conformational behavior of several glycan chains. 
As an illustration of the approach presented in the preceding section of this 
chapter, the results will be briefly summarized for compound 1; for its structure 
see Fig. 1 (12): 

After assignment of the *H and 1 3 C N M R signals, M D simulations in water 
and N O E S Y and ROESY experiments were performed to study the 
conformational behavior of compound 1. The measured nuclear Overhauser 
effects were compared to calculated values derived from the M D trajectories by 
applying the CROSSREL program (22) This afforded insight into occupied 
conformations of the glycosidic linkages, as expressed by the generalized order 
parameters and internal rotation correlation times. 

In more detail: HSEA energy calculations were carried out with the GEGOP 
program (23). The HSEA φ, ψ iso-energy contour plots for the glycosidic 
linkages were obtained in steps of 5° in φ, ψ of the constituting disaccharides 
and plotted at intervals of 1.5 kcal/mol. 

The M D simulations in water and comparisons of calculated with observed 
N O E an ROE intensities data indicate that the part consisting of: 

X y ^ 1 -2ManP 1 -4GlcNAcp 1 -4GlcNacP 1 -OMe 

is relatively rigid; each linkage occupies a single region of the φ, ψ space. In 
case conformational transitions would occur, then they would take place in a 
longer time period than that of the overall molecular rotation time (>1 ns). 
For the other glycosidic linkages: 

Manet l-6Manpi-; 
Manotl-3Manpl-; and 
Fucal-6GlcNacpi-, 

a clear flexibility was found. Single conformations are not compatible with the 
experimental N O E and ROE data, in contrast to ensembles of conformations for 
each of these linkages. 

For the Manal-3Manpi- linkage the slow-internal rotational correlation 
time rStk indicate that the rate of large conformational transitions is relatively 
small, but for Manocl-6Manpi- and F u c a l - 6 G l c N A c p i - t h e transition rates 
are approximately 7 times higher. The (1-6) linkages have a high 
mobility as could be derived from the order parameter Sf. 
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The M a n a l - 6 and F u c a l - 6 residues explore large parts of the 
conformational space. The superimposed conformations of compound 1 
are depicted in F ig . 16. 

M a n - 4 ' 

M a n - 4 

Figure 16. Superimposed conformations of compound 1 obtained from MD 
simulation. 

Pineapple Stem Bromelain: Glycopeptide versus Glycoprotein 

The glycoprotein pineapple stem bromelain is a proteolytic enzyme carrying 
a single N-glycosylation site, only. From bromelain a glycopeptide was prepared 
by exhaustive pronase digestion (24) (see Fig. 17). 

Mama 1-6 
\ 

Μαηβ 1 -4GlcNAcp 1 -4GlcNAcp 1 -Asn-Glu-Ser-Ser(OH) 

Fucal-3 
/ 

Manal-3 

Xyip i -2 

Figure 17. Structure of the glycopeptide derivedfrom pineapple stem bromelain. 
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The conformational behavior of the glycopeptide was investigated by using 
a combination of M D simulations in water with N O E S Y *H N M R spectroscopy 
(24, 25). Theoretical N O E S Y peak intensities were calculated on the basis of 
models obtained by M D simulations through the CROSSREL program (22). The 
peptide moiety shows a large flexibility and extends in a larger area of the 
conformational space than the glycan part. There are no strong interactions 
between the glycan and peptide chain, although in the M D simulations of the 
glycopeptide several hydrogen bonds were indicated. In particular, hydrogen 
bonds were found for Asn and GlcNAc-1 for 5.5%. (Ν-Ν δ · · ·Gl-07) and 
between Ser-1 and GlNAc-1 (S1-0/-G1-06) for 13.9% of the simulated time. 
The presence of temporary hydrogen bonds illustrates the proximity of the 
peptide and glycan parts, almost without inducing preferred conformations for 
the peptide. In the glycan the Xyipi -2Manpl-4GlcNAcpi-4GlcNAc part is 
rather rigid, occurring in mainly one conformation. The Manal-6Man and the 
Fucal-3 GlcNAc linkages are more flexible as can be concluded from the M D 
simulation and the Sf values. The latter linkage occurs in two conformations at 
average values of φ ψ= -145, 100 and φ, ψ= -140, -135. Transitions of the 
glycosidic linkages occur at a time scale of about 1 - 1 0 0 ns. In Fig. 18 
superimposing the various conformations summarizes the results. 

Figure 18. Snapshots of structures of the glycopeptide taken at each 20 ps of the 
simulated trajectory. The conformations are superimposed on the center of mass 

the GlcNAc-1 residue. For the Manal-6Man linkage 6 gg and 7 gt 
conformations are included. 
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Interestingly, investigations of the intact bromelain glycoprotein showed a 
number of significant differences in the glycan conformation (26). A l l glycosidic 
linkages showed a greatly reduced flexibility. This holds in particular for the 
Manal-6Man and Fucctl-3GlcNAc linkages, probably due to interactions with 
the protein. For the Fucal-3GlcNAc linkage also the distribution between the 
populations of the two main conformations is affected. 

COOH 

2x18.5 
[11-53] 

Man-3 GlcNAc-2 GlcNAc-1 

0.77 0.82 0.84 
±0.02 ±0.04 ±0.04 

/ 2.0 
[1.4-2.8] 

Fuc 
0.59 

±0.04 

Man-4' 
5.4 

±0.4 

9.5 
J8.0-11] 

2x87 
[63 - 140] 

Man-3 GlcNAc-2 GlcNAc-1 
12.6 17.7 
±0.8 ±1.1 

/ 25 
[21-31] 

Fuc 
10.4 
±0.5 

Figure 19. Effective rotation correlation times of the monosaccharide residues 
and the slow internal rotation correlation times of the glycosidic linkages in the 

glycopeptide (upper part) and the glycoprotein (lower part). 
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Comparison of the effective rotation correlation times of the constituting 
monosaccharides and of the slow-internal rotation correlation times of the 
glycosidic linkages demonstrate the additivity of motions in a glycan chain going 
from the center of mass to the terminus/termini of the chain and the effect of a 
large protein versus a small oligopeptide. The rigidity of the N,N-
diacetylchitobiose unit and the site of interaction (a or β site, or end-on 
positioning) of the Asn-linked GlcNAc residue with the protein characterize to a 
large part the presentation of the inner part of the glycan. The additivity of the 
motions of the individual residues leads to a relatively large flexibility at the 
outer part(s) of the glycan in a glycoprotein. This feature has important 
implications for the interaction with complementary molecules and recognition 
phenomena as well as on the accessibility for enzymes. The comparison of the 
conformations of free glycans and attached to small peptides with those of 
glycans in glycoproteins show clearly that the location of the center of mass and 
the interactions with the protein chain have a great influence. By consequence, 
conformational data obtained for free glycans or glycans attached to small 
peptides should not be generalized to glycoproteins without carrying out further 
experimental studies. 

In summary: N M R has proven to be an invaluable tool in determing primary and 
three-dimensional structures of carbohydrates. 

References 

1. NMR spectroscopy of Glycoconjugates; Jimenez-Barbero, J., Peters, T., 
Eds.; Wiley-VCH Weinheim, Germany, 2003. 

2. Simon, B. , & Sattler, M. Angew. Chem., Int Ed Engl 2004, 43, 782-786. 
3. Hard, K . & Vliegenthart, J.F.G.; Glycobiology, a practical approach; 

Fukuda, M . & Kobata, A . Eds.; IRL Press at Oxford University Press, 
Oxford, U.K. , 1993, 223-242. 

4. Leeflang, B.R. & Vliegenthart, J.F.G. Encyclopedia of Analytical 
Chemistry; Meyers, R.A, Ed.; John Wiley & Sons Ltd. Chicester, USA, 
2000, 821-195. 

5. Vliegenthart, J.F.G., van Halbeek, H. , & Dorland, L . Pure and Applied 
Chemistry 1981, 53, 45-77. 

6. Vliegenthart, J.F.G., Dorland, L. & van Halbeek, H . Adv. Carbohydr. Chem. 
Biochem. 1983, 41, 209-374. 

7. Kamerling, J.P. & Vliegenthart, J.F.G.; Biol. Magn. Res.; Berliner, L .J . & 
Reuben, J. Eds.; Plenum Corporation, New York, U.S. 1992, 1-194. 

8. Van Kuijk, J.A. & Vliegenthart, J.F.G., Trends Glycosc. Glycotechnol. 
1991, 3, 115-122. 

9. Van Kuijk, J.A., Hård,K. & Vliegenthart, J.F.G., Carbohydr. Res. 1992, 
235, 53-68. 

  
  



19 

10. http://www.boc.chem.uu.nl/static/sugabase/sugabase.html 
11. Van Kuijk, J.Α., van Halbeek, H. , Kamerling, J.P. & Vliegenthart, J.F.G. J. 

Biol. Chem. 1985, 260, 13984-13988. 
12. Lommerse, J.P.M., van Rooijen, J.J.M., Kroon-Batenburg, L .M.J . , 

Kamerling, J.P. & Vliegenthart, J.F.G., Carbohydr. Res. 2002, 337, 2279-
2299. 

13. Faber, E.J., van der Haak, M.J. , Kamerling, J.P. & Vliegenthart, J.F.G. 
Carbohydr. Res 2001, 331, 173-182. 

14. Faber, E.J., Kamerling, J.P. & Vliegenthart, J.F.G. Carbohydr. Res 2001, 
331, 183-194. 

15. Gruter, M . , Leeflang, B.R., Kuiper, J.P. Kamerling, J.P. & Vliegenthart, 
J.F.G., Carbohydr. Res. 1992, 231, 273-291. 

16. Vuister, G.W., de Waard, P., Boelens, R., Vliegenthart, J.F.G. & Kaptein, 
R. J. Am. Chem. Soc. 1989, 111, 263-270. 

17. De Waard, P., Boelens, R., Vuister, G.W. & Vliegenthart, J.F.G., J. Am. 
Chem. Soc. 1990, 112, 3232-3234. 

18. De Waard, P., Leeflang, B.R., Vliegenthart, J.F.G., Boelens, R. Vuister, 
G.W. & Kaptein, R., J. Biomol. NMR 1992, 2, 211-226. 

19. De Beer, T., van Zuylen, C.W.E.M. , Hård, K. , Boelens. R., Kaptein, R. 
Kamerling, J.P. & Vliegenthart, J.F.G. FEBS Lett. 1994, 348, 1-6. 

20. IUPAC-IUB Joint Commission on Biochemial Nomenclature (JCBN), Eur. 
J. Biochem. 1983, 131, 5-7. 

21. http://www.igc.ethz.ch/gromos-docs/index.html 
22. Leeflang, B.R. & Kroon-Batenburg, L .M.J . J. Biomol. NMR 1992, 2, 495-

518. 
23. Struike-Prill, R. & Meyer, B. Eur. J. Biochem. 1990, 194, 903-919. 
24. Bouwstra, J.B., Spoelstra, E.C., de Waard, P., Leeflang, B.R., Kamerling, 

J.P. & Vliegenthart, J.F.G. Eur. J. Biochem. 1990, 190, 113-122. 
25. Lommerse, J.P.M., Kroon-Batenburg, L.M.J . , Kamerling, J.P. & 

Vliegenthart, J.F.G. J. Biomol. NMR 1995, 5, 318-330. 
26. Lommerse, J.P.M., Kroon-Batenburg, L .M.J . , Kamerling, J.P. & 

Vliegenthart, J.F.G Biochemistry 1995, 34, 8196-8206. 

  
  

http://www.boc.chem.uu.nl/static/sugabase/sugabase.html
http://www.igc.ethz.ch/gromos-docs/index.html


Chapter 2 

Conformational Dynamics of Oligosaccharides: 
NMR Techniques and Computer Simulations 

Jennie L. M. Jansson1,2, Arnold Maliniak2, and Göran Widmalm1 

1Department of Organic Chemistry and 2Division of Physical Chemistry, 
Arrhenius Laboratory, Stockholm University, S-106 91, Stockholm, Sweden 

N M R spectroscopy techniques in conjunction with molecular 
dynamics simulations facilitate description of conformation 
and dynamics of oligosaccharides in solution. Herein we 
describe approaches based on hetero-nuclear carbon-proton 
spin-spin coupling constants useful for assessing 
conformational preferences at the glycosidic linkage, 
exemplified for α-cyclodextrin. Furthermore, we utilize 
hetero-nuclear carbon-proton residual dipolar couplings 
together with molecular dynamics simulations in the analysis 
of the conformational dynamics of the milk oligosaccharide 
Lacto-N-neotetraose. 

Introduction 

Carbohydrates play many important roles in biological systems where they 
often are found as glycoconjugates, e.g., in the form of glycolipids or 
glycoproteins as part of a biological membrane (Figure 1). In glycoproteins the 
glycan part, being of significant size, can shield regions of the surface of the 
protein thereby providing protection from proteases. Furthermore, the state of 
glycosylation is important in different processes such as trafficking and protein 

20 © 2006 American Chemcial Society 
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folding (1,2). Likewise, the extent of glycosylation also serves as a regulatory 
modification and is important for signal transduction cascades. In man, genetic 
defects that are due to alterations in the biosynthetic pathways of N-linked 
glycoproteins may lead to severe medical consequences and these are referred to 
as congenital disorders of glycosylation (3). Recognition of carbohydrates is 
performed by a special group of proteins, known as lectins, and these 
interactions are of major importance in, e.g., cell-cell interactions (4). 

Figure 1. Schematic of a biological membrane containing, inter alia, 
phospholipids, glycolipids and glycoproteins. 

A number of techniques exist to study carbohydrate structure, interaction 
and function. One of the most important is undoubtedly N M R spectroscopy and 
a great many approaches have been developed to this end (5-7). In these studies, 
closely related at least from an interpretation point of view, various modeling 
techniques and in particular molecular dynamics (MD) simulations are of 
importance (8-12). In our hands, four N M R approaches are particularly useful in 
studying carbohydrate conformation and dynamics, viz., (/) Ή / Η nuclear 
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Overhauser effects (NOEs); (//) 1 3 C nuclear spin relaxation; (///) 3JCH trans-

glycosidic spin-spin coupling constants; and (iv) ! H , 1 3 C and ! H , ! H residual 
dipolar couplings (RDCs). In the following we will highlight the two latter 
techniques and in addition describe some use of M D simulations in the 
interpretation of results from N M R spectroscopy experiments. 

Hetero-nuclear carbon-proton couplings 

Heteronuclear carbon-proton coupling constants are important in 
carbohydrate conformational analysis since they can shed light on 
conformational preferences at the glycosidic linkage via Karplus-type 
relationships. There are several ways to determine long-range carbon-proton 
coupling constants (75-/5). A robust method applicable to oligosaccharides is 
our extension (16J7) of the scheme proposed by Freeman and coworkers (18) in 
which the hetero-nuclear carbon-proton coupling over two or more bonds are 
detected as an anti-phase splitting of the resonance in the *H N M R spectrum. 
The pulse sequence is shown in Figure 2. 

Ή 

Decoupling 

1 3 c 

PFG 

m I 
Aqusition with band-
selective decoupling 

A 1 I 

Figure 2. NMR pulse sequence used to determine long-range carbon-proton 

coupling constants, where δ = 1/2 n . / c # and Δ = l / 1 ^ , / / · 

Selective excitation under proton decoupling conditions is often performed 
on several 1 3 C resonances using Hadamard matrix encoding from which 
individual traces subsequently can be obtained. The delay δ = 1/2 nJCtH l s 

usually set to a shorter time than that of the nominal value calculated from the 
anticipated long-range coupling constant. The BIRD module with A = l / I J c / / 
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at the mid-point of the δ interval is used to refocus the hetero-nuclear one-bond 
splittings. At the end of the pulse sequence magnetization is transferred to the 
protons for detection. The use of pulsed field gradients ensures artifact-free 
spectra (77). In addition, in-phase homo-nuclear proton couplings can be 
eliminated by band-selective decoupling during acquisition. 

The N M R signal in the time domain of an anti-phase doublet can be 
described by: 

S(t) = sin(^-y c Ηήεχρ(-λή (1) 

where λ describes the decay of the signal. After Fourier transformation (FT) 

a typical pattern can be obtained as shown in Figure 3a. In this spectrum nJc H 

is readily determined from the anti-phase splitting. However, line-width increase 
in combination with complex proton multiplicity and similar magnitude of 

homo- and hetero-nuclear couplings render a direct estimate of V c / / 

problematic. One way to extract the couplings is to apply the J doubling 
procedure (79-27). 

In the time domain an anti-phase double doublet is described by: 

S (t) = sin {nJc H/) exp cos (π J * t). (2) 

This is also equivalent to J doubling one stage, where J * is a trial coupling 
constant. The result after FT of this signal with J = J*/2 is shown in Figure 3b. 
The J doubling procedure can be applied several times as described by: 

k 
5( i ) = s i n ( ^ y C H i ) e x p ( ~ / l i ) ] ^ [ c o s ( 2 w ^ J * r ) . (3) 

«=o 

Three stages of J doubling with J = J * / 2 separates the peaks, but the correct 

peak pattern is absent after FT (Figure 3c). It should be noted that when J = J */2, 
the intermediate contributions cancel (compare spectra below) (19). 
When J* = J, FT shows the appropriate peak pattern (Figure 3d), with a 
separation of + *|, where X is dependent on the number of stages of J 

doubling. 
Proton multiplicity renders the peak pattern more complex. The N M R signal 

in the time domain is then described by: 

S(t) = cos^J t f Ht}sm^Jc Ht}exp(-Àt) (4) 
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Jc,H 

40 20 
ι ι γ -

0 

J", 
_ L J C , H 

- 2 0 - 4 0 

b 

ïï 
40 20 

sJ* 

11 

0 - 2 0 - 4 0 

c 

Π 
40 20 0 

|7J*+J C,HI 
1 

- 2 0 
1 1 1 

- 4 0 

d 

ι I 

1 
Γ 

40 20 0 - 2 0 - 4 0 

Figure 3. Simulated NMR spectra: (a) Original anti-phase doublet with 
JCH = 10 Hz; Spectrum after J doubling: (b) one stage with J * = J/2 ; 

(c) three stages, with J* = J/2 ; (d) three stages with J* = J. 
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JH.H 

\ 
~4Ό * 20 ' 0 - 2 0 - 4 0 

40 20 0 - 2 0 - 4 0 

ι ι 1 1 1 1 1 1 1 1 1 

40 20 0 - 2 0 - 4 0 

|JC.H+7J*| 

J , 

Γ 
ι 1 1 1 1 1 1 1 1 1 1 

40 20 0 - 2 0 - 4 0 
Hz 

Figure 4. Simulated NMR spectra: (a) Original in-phase doublet with JH H = 3 

Hz and anti-phase doublet with JCH = 10 Hz; (b) A set of eight delta functions 

used as an equivalent to J doubling in three stages; Spectrum after 
convolution: (c) with 7* = 1.02.7 ; (d) with J* = J. 
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After FT one obtains a more complex multiplet (Figure 4a). The J doubling 
procedure may also be performed in the frequency domain based on the 
convolution theorem (22): 

Convolution of the original multiplet with a set of delta functions (Figure 4b) leads 
to an equivalent result, i.e., a spectrum in which the anti-phase splitting is increased 
depending on the number of J doublings applied and the magnitude of 7* as 
shown in Figure 4c, where J* = 1.027. The inner anti-phase multiplets have a 
splitting of | V c / / - J *|. J* = J> the correct peak pattern, with a 

separation of \j+XJ*\ is present and all contributions in the ordinate axis cancel 

(Figure 4d). Consequently, we have determined the unknown hetero-nuclear 
nJcTH that was our goal. 

We will now demonstrate how this technique can be used to obtain trans-
glycosidic 3JC H for an oligosaccharide using three approaches for its estimate, 

namely, (/) J doubling in the presence of the intact homo-nuclear multiplet, (//) 
selective deuteration as a means to reduce proton multiplicity, and (Hi) band-
selective decoupling during the acquisition period which leads to elimination of 
in-phase proton couplings and simplification due to reduced multiplicity. As an 
example we have chosen α-cyclodextrin (a-CD) (23), a cyclic ct-(l-»4)-linked 
glucose hexasaccharide (Figure 5) with the corresponding *H N M R spectrum 
(Figure 6). 

In the first approach the multiplet structure of the anomeric proton due to its 
three-bond heteronuclear coupling to C4 and its intra-ring three-bond homo-
nuclear coupling to H2 is shown in Figure 7a. The partial cancellation present in 
the peak indicates that the magnitude of the 3JHIyH2

 a n ( * 3JC4,HI couplings are 
similar. Application of the J doubling procedure facilitates determination of the 
coupling constant related to the φ torsion angle. Thus, J φ =5.17 Hz (Figure 

7b). The multiplet of the H4 resonance is shown in Figure 7d. It consists of 
3JCI,HJ> 3^Η3,Η4> A N C * 3^H4,H5 * n w h " * * e homo-nuclear couplings are of 
almost equal magnitude (~9 Hz). The J doubling procedure gives J¥ =5.04 

Hz. In the procedure used the unknown coupling is usually also investigated by 
finding a minimum in the summation of all ordinates in the spectrum (Figure 8). 
However, for the latter coupling the minimum is not well defined and additional 
experiments are needed to obtain reliable data (vide infra). 

(5) 
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Figure 5. Schematic of a-cyclodextrin (α-CD), in which the torsion angles at 
glycosidic linkages are denoted by φ and ψ. 

HDO 
Band-selective 
decoupling 

H1 

1 — 1 — r ~ 
5.0 

"ί Γ " 
4.5 

τ 1— 
4.0 

1 H/ppm 

τ 1 1 

3.5 

Figure 6. JHNMR spectrum ofa-CD in D20 at 15 °C The spectral region is 
indicated where band-selective decoupling was performed during the 

acquisition period (cf. Figures 7 and 8). 
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30 20 10 0 -10 -20 -30 

30 20 10 0 -10 -20 -30 

30 20 10 0 -10 -20 -30 
Hz 

Figure 7. Application of the pulse sequence shown in Figure 2; (a) HI 
resonance in α-CD; (b) Application of the J doubling procedure in search of 
J φ, using different trial values of J* ; (c) HI resonance in a-CD-dI8; (d) H4 

resonance in α-CD; (e) H4 resonance in α-CD after band-selective decoupling 
of the HI, H5 andH6 resonances. 
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Figure 8. Output from the J doubling procedure (Integral vs. J*) for the H4 
resonance without band-selective decoupling (solid line), which gives a broad 
ill-defined minimum, and with band-selective decoupling (dashed line), which 

facilitates determination of 3JC4 H l . 

In the second approach we chemically modify the α-CD molecule by 
exchanging hydrogen atoms on hydroxyl bearing carbons with deuterium by 
reflux in D 2 0 in the presence of a Raney-Nickel catalyst (24). In the resulting 
molecule the H2, H3 and H6 protons have been exchanged for deuterons. Part of 
a schematic structure is shown in Figure 9, in which only the remaining protons 
are present. Measurement of J φ at the HI resonance is now significantly 

simplified since it is only an anti-phase doublet (Figure 7c). In a similar manner 
3ψ could be determined at the H4 resonance, which only has a significant 

3JH4,H5 coupling left. 

Figure 9. Schematic of a part of cc-cyclodextrin in which hydrogen atoms on 
hydroxyl bearing carbons have been exchanged with deuterium (a-CD-dI8). 

Only the remaining HI, H4 and H5 atoms are depicted. 
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The third approach is to band-selectively decouple (25) some of the protons 
during the acquisition period (Figures 2 and 6). Band-selective decoupling of the 
H3, H5 and H6 resonances eliminates the homo-nuclear couplings to H4 (Figure 
7e). Subsequent J doubling gives 3ψ. Importantly, the integral minimum is 

now well defined (Figure 8). In all the different measurements we were able to 
determine the 3JC H couplings to a high precision, on the order of ±0.1 Hz. The 

technique is furthermore believed to be very accurate (19,22). This is essential in 
using J couplings in Karplus-type relationships (26) for conformational and 
dynamics studies of oligosaccharides. Summarizing these measurements we 
report ΰφ = 5.2 Hz and ύψ = 5.0 Hz. Our result for is, however, at variance 

with that reported by Forgo and D'Souza where J^=6.4 Hz (27). The 

conformational^ dependent trans-glycosidic coupling constants of α-CD will be 
used in future studies of the molecule. 

Residual Dipolar Couplings 

The through-space magnetic dipole-dipole couplings have proven to be of 
great importance for investigation of molecular conformations (28). These 
interactions depend on the spin-spin distances and on the orientations of the 
inter-nuclear vectors with respect to the external magnetic field. This means that 
the residual dipolar coupling (RDC) is a valuable probe of long-range order and 
molecular structure. For oligosaccharides, the technique promises great 
advantages because valuable restraints can be added to the otherwise scarce 
experimental information. The general motivation for these investigations is to 
describe the conformational preferences at the glycosidic linkage. 

To extract useful information about conformation from the experimental 
RDCs in a flexible molecule, we need a model that takes into account both 
molecular tumbling and internal degrees of freedom. Several approaches have 
been considered for the interpretation of RDCs (29). The simplest possible 
model assumes that the molecule can be described by an average conformation 
and thus a single ordering matrix. The molecular frames, required for the 
analyses, are constructed from the moment of inertia tensor (30,31) or the 
gyration tensor (32). On increasing the sophistication of the model we have a 
situation where only a small set of minimum energy structures is populated (the 
rotational isomeric state or RIS approximation) (33). Finally, the analysis may 
involve more realistic models, which allow for continuous bond rotations. Two 
such protocols that have been frequently used for interpretations of RDCs in 
bulk liquid crystals are the additive potential (AP) model (34) and the maximum 
entropy (ME) approach (35). Recently, we proposed a new approach for the 
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analysis of N M R parameters in general and dipolar couplings in particular 
(36,37). This procedure, valid in the low-order limit, is a combination of the A P 
and M E methods and was denoted ΑΡΜΕ. 

The general expression for the carbon-proton RDCs is given by: 

^ = - ^ ^ ( ( 3 c o s 2 ^ - l ) ^ ) (6) 

where rCH the spin-spin distance and θ is the angle between the spin-spin vector 

and the magnetic field. As orienting media we have hitherto used DMPC:DHPC 
(38), DMPC:DHPC:CTAB (39), CPCl/«-hexanoLT)rine (40), C8E5/«-octanol (41), 
and most recently the mineral lyotropic phase V 2 0 5 (42). The alignment of the 
carbohydrate molecules in these dilute liquid media is small, on the order of 10~3, 
and the presence of an ordered pahse is usually ascertained by the quadrupolar 
splitting of the D 2 0 resonance in the sample (Figure 10). Consequently, only a 
fraction of the molecules contribute to the anisotropic alignment. However, high-
resolution N M R spectra contain in such case valuable information on molecular 
structure and ordering. 

A v q 

ι 1 1 1 1 1 1 

30 20 10 0 -10 -20 -30 
Hz 

Figure 10. Deuterium NMR spectrum at 20 °C and 14.1 Tina V205 preparation 
showing the quadrupolar splitting of the D20 resonance. 

The expression in Equation 6 is general and valid for dipolar interactions in solid 
and liquid crystalline phases. It is, however, practically useless for analyses of 
RDCs in partially ordered systems. The molecular orientation with respect to the 
magnetic field, defined by the angle θ, is in general not known. We need therefore 
to rewrite Equation 6 by using three distinct transformations, according to: 
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x[s22(3cos2 Θ£Η + - ^ ) ( c o s 2 6X

CH - co s 2 )] 
(7) 

where 0gH(a = x,y,z) are the angles between the spin-spin vector and the 
molecular coordinate frame. The order parameters, Saa, describe the 
transformation from the molecular axis system to the phase director. Finally, the 
angle η defines the orientation of the director with respect to the magnetic field. 

In order to specify the angles Θ"Η for every RDC in the molecule we need to 
define the molecular coordinate frame, that coincides with the ordering tensor, 
characterized by the order parameters Saa. 

At this point we introduce the molecular dynamics (MD) computer 
simulation, employing a recently developed force field for carbohydrates (43). 
The purpose of carrying out the M D simulations is twofold: (/) to aid the 
interpretation of the RDCs, and (ii) to perform conformational analysis of 
oligosaccharides. The power of the M D technique will be demonstrated using 
results obtained in a computer simulation of the human milk oligosaccharide 
Lacto-N-neotetraose (LNnT) (41,44), Figure 11. 

O H O H 

O H O H 

A Β C D 

Figure 11. Schematic of the tetrasaccharide Lacto-N-neotetraose β-D-Galp-
(l^)-p'D-GlcpNAc-(1^3)-P-D-Galp-(l^)-a--D'Glcp (LNnT) where the 

torsion angles at glycosidic linkages are denoted by φ and ψ followed by a 
subscript related to the sugar residues labeled A through D. 

The three glycosidic linkages, i.e., six torsion angles, constitute the important 
degrees of freedom in the molecule. To obtain an idea of the conformational 
dynamics present in the oligosaccharide, an M D simulation with explicit water 
molecules as solvent was performed. The results as scatter plots are shown in 
Figure 12. At the p-(l->4)-linkages (a and c in Figure 12) one may regard the 
conformation to be described by dynamics in a single well on the time scale of 
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the simulation (4 ns). However, for the P-(l-»3)-linkage two dynamically inter-
converting states are populated (Figure 12b). This observation shows that at least 
two conformational states should be considered in description of the molecule. 

120 
a b c 

0 
Î - 0 

- 1 2 0 

• 17.' J - * • : 
- 1 2 0 0 120 

φΑ/ ° 
- 1 2 0 0 120 

φΒ/ ° 
- 1 2 0 0 120 

<t>c/° 

Figure 12. Scatter plots from the MD simulation ofLNnT. (α) β-(1->4)-linkage 
at the terminal end; (b) β-(1 ->3)-linkage; (c) β-(1->4)-linkage at the reducing 

end. 

Like for 3JC H there are many ways to measure and extract RDCs 

(40,41,45). The hetero-nuclear one-bond carbon-proton RDCs of LNnT in a 5% 
aqueous C8E5/«-octanol liquid crystalline medium (40) are shown in Figure 13, 

where A l represents lDCH of the anomeric carbon-proton interaction in the 

terminal galactosyl residue A , etc. It is directly evident that there are differences 
in magnitude and particularly in the sign of different XDCH in the four sugar 

residues. 
In the interpretation we assume that the moment of inertia frame, calculated 

from the trajectory defines the ordering tensor. This is the simplest approach of 
those mentioned above. It is used herein due to the limited number of RDCs 
available so far in the analysis and the fact that these RDCs are not explicitly 
conformation dependent. Two procedures were considered for determination of 
the ordering tensor necessary for the analyses of the RDCs. The order 
parameters, Saa, were calculated from the eigenvalues of: (/) the inertia tensor, 
Iaa, and (ii) the gyration tensor paa. Note that both tensors share the common 
principal frames, while the order parameters are slightly different. The former 
method was proposed for thermotropic liquid crystals (30) and recently applied 
for weakly ordered phases (57). 
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A1 A4 B1 B2 C2 C3 C4 D1 D5 
Carbon-proton pair 

Figure 13. Residual dipolar couplings, Dc H , measured for LNnT. 

In this approach the order parameters are related to the molecular shape through the 
ellipsoid semiaxes, Aa, according to 

Szz=l-(AX + Ay)/2A2 

Syy=-l/2 + Ay/2Az (8) 

Sxx=-l/2 + Ax/2A2 

with 

4 = [ ( ^ + V - / a a ) 5 / 2 , W ] 1 / 2 ( 9 ) 

where m is the molecular mass. The conformational dependence of the 
(hypothetic) order parameters, Saa, is shown in Figure 14a. The moment of inertia 
tensor used for the calculation of Saa was derived from the trajectory generated in 
the M D simulation. In fact, the moment of inertia tensor and therefore the order 
parameters, in particular Szz, reflect the transitions observed for the ψΒ torsion 
angle (not shown). 
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0.4 U^*^^HMXJ5«Q 

2 
Time /ns 

Figure 14. The time dependence of the (hypothetic) order parameters, Saa, 
based on the intertia tensor (a), or the gyration tensor (b). 

The second method for calculation of the ordering tensor is similar and 
based on the description of the molecular shape using the atomic distribution 
(32) where the order parameters are calculated using the eigenvalues of the 
gyration tensor 

* , " K ' ( , 0 ) 

SYY = δ — 
xx 2 

with the dimensionless scalar δ given by 

( Π ) 

where px, py, and pz are the square roots of the eigenvalues of the gyration 
tensor. The conformational dependence of these order parameters, Saa, is shown 
in Figure 14b. Note that a single, average ordering matrix is assumed in these 
procedures, which is indeed an approximation. We have, however, investigated the 
validity of this assumption by analyzing the RDCs with the ordering matrixes 
calculated for every step in the trajectory, i.e., for every rigid conformation. The 
results were essentially identical compared to the analysis performed using the 
average order parameters. 
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For the description of LNnT the analyses were carried out on the entire M D 
trajectory and on two fractions, each of 0.5 ns, corresponding to the two ψΒ 

states: ψΒ and ψ~Β (cf. Figure 12b). The correlation is significantly better for the 
ψβ state. However, from the ' Η , Ή T-ROESY build-up curves the 
experimentally determined proton-proton distance, from H1B to H4C, cannot be 
explained using the ψΒ state only; a mixture of the two states ψΒ and ψ~Β is 
required. The calculation of order parameters for LNnT correspond to ellipsoid 
models and these are shown in Figure 15, for the two conformational states 
populated in the M D simulation. 

Figure 15. The ellipsoid model for calculation of the order parameters showing 
a lower biaxiality for ψ\ (a) than for ψ~Β (b). 

Concluding Remarks 

The use of experimental N M R techniques in combination with molecular 
simulations offers a very powerful approach to the study of conformational 
dynamics of molecules such as oligosaccharides. The recently developed force 
fields for carbohydrate molecular dynamics simulations have reached a level of 
accuracy where the overall description is good, but subtle differences in 
conformational equilibria still need to be improved. The continuous development 
of improved N M R pulse sequences will facilitate both faster and more accurate 
determination of parameters that can be measured experimentally and used in the 
interpretation related to conformation and dynamics of these oligosaccharides. In 
the near future we foresee the use of N M R active stable isotopes as an important 
research tool for oligosaccharides and their interactions with other molecules, in 
particular lectins. 
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Chapter 3 

Structure and Dynamics of Carbohydrates Using 
Residual Dipolar Couplings 

James H. Prestegard and Xiaobing Yi 

Complex Carbohydrate Research Center, University of Georgia, 
Athens, GA 30602 

A method to analyze the dynamics of carbohydrates by 
combining residual dipolar couplings and molecular dynamics 
simulations is presented. Previously reported data acquired in 
bicelle and phage alignment media for methyl-3 ,6-di -O-(α-D 
-mannopyranosyl)-α-D-mannopyranoside is used to illustrate 
this procedure. Molecular dynamic simulations of this model 
compound suggest that the dynamics of the two types of 
glycosidic linkages, 1-3 and 1-6, are quite different. The 1-3 
linkage is fairly rigid whereas the 1-6 linkage is very flexible 
sampling three major conformers at (φ, φ, ω): S1(80.1, 176.3, 
52.8°), S2(77.2, 174.1, -159.9°) and S3(74.2, 172.0, -84.4°). 
The correct populations of the three conforms cannot be 
obtained from molecular dynamics because the transition time 
scale is very long. Analysis of the populations for the three 
states were instead performed using RDC data. Our studies 
reveal that S1 (gauche-gauche, gg) and S2 (gauche-trans, gt) 
are nearly equally populated whereas the S3 (trans-gauche, tg) 
state has a low population (< 20%). 

40 © 2006 American Chemical Society 
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The structural analysis of cell-surface carbohydrates is an important step in 
understanding a variety of biologically important protein-carbohydrate 
interactions (/). Lectins interacting with specific oligosaccharides influence 
proliferation of both normal and malignant cells (2,3), glycosyltransferaces and 
glycosidases interacting with donor and acceptor molecules govern the synthesis 
of cell-specific carbohydrates during development (4), and toxins and adhesion 
proteins from pathogens interacting with carbohydrates often control infectivity 
(5). The design of new molecules to compete with carbohydrates in controlling 
these processes benefits from knowledge of the detailed three-dimensional 
structures of the native carbohydrates. However, structure analysis of 
carbohydrates is complicated by the fact that at least in solution there is 
substantial mobility about some of the glycosidic bonds that connect sugar 
residues. Structure must therefore be described as a distribution of thermally 
accessible conformers sampled by glycosidic torsional motions. Anyone of these 
conformers can be important in protein interaction events. It is our goal here to 
present some new N M R based methodology for determination of these 
conformational distributions. 

Motion in carbohydrates has been considered previously using a number of 
approaches. The presence of motion can be qualitatively detected though 
inconsistencies in N O E data used to determine solution structures of 
carbohydrates (6). Here, the very steep dependence of the N O E (1/r6) will 
sometimes lead to significant transfers of magnetization from a given proton to 
two protons that are widely separated in space. Because of bonding constraints, 
such N O E data cannot be satisfied by a single conformer. The alternative is that 
two states are populated, each with close approach to one proton. Motion can 
also be assessed from spin relaxation rates (7,8). Here, internal motion can 
dramatically decrease spin relaxation rates for nuclei in some parts of a 
carbohydrate indicating the presence of internal motion. But, both the timescales 
and the amplitudes of motion can contribute to the decrease (9), making it very 
difficult to separate contributions from differences in structures sampled and the 
timescales at which they are sampled. Here we consider a particularly useful set 
of observables, residual dipolar couplings (RDCs) that can greatly facilitate our 
ability to separately define structures and motions. We also use molecular 
dynamics simulations to improve our physical description of states sampled. 

RDC measurement and analysis 

Residual dipolar couplings come from the same through-space dipole-dipole 
interaction that gives rise to NOEs and spin relaxation (10). For a pair of weakly 
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coupled spin one-half nuclei this interaction can be represented as in Equation 1. 

Here r is the distance between nuclei / and j, are the magnetogyric ratios for 
the nuclei, μο is the permeability of space, A is Planck's constant, and θ is the 
angle between the inter-nuclear vector and the direction of magnetic field. For 
structural applications, NOEs and other spin relaxation measurements capitalize 
on the internuclear distance dependence; the angular dependence averages to 
zero as molecules tumble in solution and only provides the time dependent 
fluctuations needed to induce spin transitions. RDCs typically capitalize on the 
angular dependence using pairs of nuclei having their internuclear distance fixed 
by bonding geometry; the angular dependent term is prevented from averaging to 
zero by partially ordering molecules in liquid crystal media (11). 

The methods of measuring RDCs also differ from those used with NOEs and 
other relaxation parameters. RDCs are often measured directly as splittings of 
resonances in N M R spectra as opposed to the time dependence of resonance 
intensities. In fact, Equation 1 has been written in a form that gives the R D C 
contribution to splitting directly in Hz when all constants are given in SI units. 
The spin operator part of the interaction (not shown) is identical to that for first 
order scalar coupling. So, RDCs add to scalar couplings when they are present, 
and splittings must be measured under aligned and isotropic conditions to extract 
the RDCs from the difference in splittings. 

Some of the RDCs that can be measured for a simple carbohydrate are 
illustrated in Figure 1. One bond 1 3 C - 1 H RDCs are measured from splittings in 
coupled HSQC spectra (12). Usually coupling in the indirect ( 1 3 C) dimension as 
opposed to the direct ( l H) dimension is used because natural line widths are 
smaller and there are fewer distortions due to cross-correlation effects. Multiple 
bond ! H - ! H couplings can be measured by analysis of cross-peak intensities in 
constant time lH-lH COSY experiments (12) or simply by fitting couplings in 
regular COSY experiments (75). The distances over which these couplings can 
be measured is limited to about 5À by the 1/r3 dependence in Equation 1. For 
the l H - ! H couplings illustrated in Figure 1 we also assume that fluctuations in 
pyranose ring geometry are sufficiently small to allow r to be extracted from low 
energy representations of this ring structure. Experiments have also been devised 
for the measurement of longer range " C - ' H RDCs (14-16). 

(1) 
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Figure 1. Illustration of some measurable RDCs in a pyranoside sugar residue 

Analysis of measured RDCs in terms of structure can take a number of 
forms (70,77). However, we prefer to use an order matrix analysis (18). Equation 
1 can be rewritten in terms of elements of a 3x3 order matrix, Ski (Equation 2) 
(19). Here, Dmaxij is the coupling that would result for a pair of nuclei at a 1.0 A 
separation with their internuclear vector along the magnetic field, and cos(fai) 
are the direction cosines relating an inter-nuclear vector of interest to the axes 
(x,y,z) of an arbitrarily chosen molecular fragment frame. 

Because the order matrix is traceless and symmetric, only five order matrix 
elements are independent in the expression for each RDC. For a pyranose ring of 
assumed geometry the cos(fai) are known, making a set of equations of the form 
of Equation 2 solvable for any five or more independent RDC measurements. 
Singular value decomposition can be used to give a best least squares solution 
for the order parameters under these circumstances (18). The resulting matrix 
can be diagonalized to yield order parameters in a principal order (or alignment) 
frame and a set of Euler angles that can be used to transform coordinates in the 
initial molecular frame to the principal order frame. Structures for 
oligosaccharides can be derived by realizing that elements of a rigid structure 
must share the same order fame (except for a four-fold degeneracy that can be 
removed by collecting data in two or more different alignment media). 
Individual sugar rings are therefore each rotated into their principal order frame 
and rings are translated to make glycosidic bonds. This approach has recently 
been facilitated by the development of a program named R E D C A T (REsidual 
Dipolar Coupling Analysis Tool) (20). We use this program in the example that 
follows. 

When internal motion exists order parameters are affected directly through 
selective reductions in their values. Order parameters are defined as in Equation 

(2) 
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3 where 0, are the angles between the magnetic field and the molecular frame 
axes and the bar denotes averaging over molecular reorientation. 

3cos 0. cos θ: - δ„ 
Sjj= 2

 ( 3 ) 

When expressed in the principal frame only diagonal elements are finite and 
the S22 value becomes formally the equivalent of the order parameter frequently 
used in analysis of spin relaxation data (S22 = -2Syy = -25^ = 1/2(lcos2Q22 - 1)) 
(21). The primary differences are that we do not assume axial symmetry (Sxx * 
Syy), the averaging is over all motions on time scales shorter than the reciprocal 
of the RDC as opposed to all motions on time scales shorter than the molecular 
tumbling correlation time. Our order parameters also include the effects of both 
overall and internal motion. In either case, i f the system were rigid and ζ was 
along the magnetic field, S2Z would be 1, and i f motional amplitude approached 
completely isotropic motion S22 would be zero. 

Separating the effects of overall and internal motion on measured R D C 
order parameters is formally possible in the limit where overall order is 
dominated by the properties of one residue. This is illustrated in Figure 2 where 
the order parameters measured for ring I (S#) are significantly larger than those 
from ring II (S'y). We can formally describe the order tensor for ring II in terms 
of that for ring I by transforming the matrix from one coordinate system to the 
other using a rotation matrix, R, composed of direction cosines relating principal 
axes for ring I to principal axes for ring II, shown in Equation 4. 

The resulting expressions for elements, S'y, are then clearly related to Sy by 
products of direction cosines that are averaged by internal motion. When 
collected for each axis of S'y, these averages are formally equivalent to those in 
the expression for order parameters in Equation 3 above, except they now 
pertain to internal motion as opposed to overall motion. A simple example is 
one in which the two order matrices share an average ζ axis and internal motion 
results in equal amplitude oscillations about χ and y axes. It is then easily shown 
that S\2 equals the average of (3cos1 θ - l)/2 times SZ2 where θ is the 
instantaneous angle between the ζ axis in the two frames, and the average of 
(3 cos2θ - l)/2 is the order parameter for internal motion. We have recently 
produced a system that approximates this situation by attaching a short alkyl 
chain to the reducing end of a disaccharide and allowing this chain to anchor that 
ring to bicelle particles of an ordered liquid crystal matrix (22). Differences in 
order parameters could be interpreted in terms of average angles of oscillation. 
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Figure 2. Separation of the contributions of overall tumbling and internal 
motions by transforming the Saupe order tensors by rotations about glycosidic 

bonds. 

This type of interpretation has been possible with small amplitude 
oscillations about 1-3 and 1-4 linkages in di- and trisaccharides (23,24), but for 
larger oscillations, where axes of average order frames will not in general 
superimpose an alternate approach may be more appropriate. 

One approach is to specifically allow sampling of a discrete set of 
conformers. These conformers can be selected from those represented in 
molecular dynamics (MD) trajectories. Significant advances have been made in 
optimization of force fields for oligosaccharides and proteins (25,26). The 
conformers that are frequently sampled, particularly when run as systems 
completely solvated with water, are very likely to be good representations of low 
energy states. It is much more difficult to evaluate populations of various states 
from these trajectories. This is first because transitions between significantly 
different conformers can occur at time scales too long to allow M D simulations 
to adequately sample conformations, and second because the energy differences 
between conformers, as derived from the force field, are unlikely to have the 0.4 
kcal precision necessary to properly predict even a 2:1 population distribution. 
However, combining models for low energy states from M D with experimental 
data, such as RDCs, can test the accuracy of low energy state models, and give 
reasonable population estimates. 

A tool for testing models based on sampling of multiple conformational 
states has recently been implemented in R E D C A T (20) . This works by entering 
multiple sets of coordinates used to define the cos φ angles in Equation 2, 
averaging the products of these cos<l> terms directly, and treating the 
experimental RDC as an average value. The presumption is that one knows how 
to orient the two conformers in a way that allows them to share an order matrix. 
When the conformational differences are small, or the group undergoing 
conformational change is a minor portion of the molecule (exocyclic methylene 
rotation in a pyranose ring, for example), superposition of conserved portions by 
an R M S D overlay of conformers is very likely adequate. Where the origin of 
order is known, as in our alkylated disaccharide (22), a simple overlay the most 
ordered portion of the molecule is valid. In the case considered here, one of three 
sugar rings moves significantly. While this is not a minor portion of the 
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molecule, we will assume we can approximate a shared overall order matrix 
using a R M S D overlay of the entire molecule. We will illustrate the application 
of the R E D C A T averaging procedure using this overlay in what follows. 

A molecular example of conformational averaging. 

Well before the advent of the R E D C A T averaging procedure we collected 
and analyzed RDC data on a simple oligosaccharide free in solution, the 
trimannoside core found in all N-linked oligosaccharides of glycoproteins, 
methyl-3,6-di-0-(a-D-mannopyranosyl)-a-D-mannopyranoside (12,27). This 
structure is depicted in Figure 3. RDC data were collected in two different 
media, DMPC/DHPC bicells and bacteriophage (12). Both one bond ! H - 1 3 C and 
multiple bond l H - ! H couplings were collected yielding 60 RDCs distributed 
over the three sugar rings (12), as shown in Table 1. 

Figure 3. Structure of methyl 3,6-di-0-(a-D-mannopyranosyl)- a-D-
mannopyranoside. Rings are labeled with Roman numerals, and glycosidic 

dihedral angles are labeled φ, φ and ω. The IUPAC nomenclature is used, φ: 
05(i)-Cl(i)-On(i-l)-Cn(i-l), φ: Cl(i)-On(i-l)-Cn(i-l)- C(n-l)(i-l) ω: 06(i)~ 

C6(i)-C5(i)-C4(i), where (i) is a given residue and (n) is the number of the ring 
position. 

  
  



47 

Table 1. RDCs for trimannoside in aligned media (12) 

RDCs(Hz) Residue I II III RDCs(Hz) Residue II III RDCs(Hz) 
Media Bicells Phage Bicells Phage Bicells Phage 

C1H1 9.3 2.3 4.0 1.0 16.5 5.5 
C2H2 -5.8 0.3 3.5 3.0 -17.4 -4.1 
C3H3 -0.2 -0.4 -10.9 -2.6 10.9 1.9 
C4H4 7.4 2.2 
C5H5 -3.0 -3.9 -12.9 -3.3 11.2 2.6 
H1H2 1.9 0.5 2.86 0.4 -2.6 -1.7 
H2H3 3.65 1.37 1.3 0.86 4.1 1.7 
H1H3 0.0 0.0 0.0 0.0 
H1H4 0.0 0.0 0.0 0.0 0.0 0.0 
H1H5 0.0 0.0 
C1H2 0.1 0.6 -0.7 
C2H1 0.0 0.2 0.0 
C3H2 -0.1 0.6 
C3H4 -0.1 

SOURCE: reproduced from reference 12. Copyright 2001, American Chemical Society 

It was possible to determine the orientation of the principal order frame as 
seen from the point of view of each ring and do so separately for each medium. 
Rotating about glycosidic bonds to align order frames produced a structure for 
each medium. In principle, these structures should be identical, and they were for 
rings I and III (the 1-3 linked pair) (72). The glycosidic angles for this linkage 
were, in fact, very close to those observed in crystal structures and predicted by 
energy minimization (67°, -103° for φ and φ). However, the glycosidic 
conformation of the II—III pair (the 1-6 linked pair) seen in the two media 
appeared quite different. It is tempting to assume some media induced 
conformational preference resulted in this observation. However, at the very low 
levels of order being induced (less that 1 part in 1000 away from an isotropic 
distribution), it is unlikely that average conformations are really different. It is 
possible that one could strongly orient a minor member of a preexisting 
distribution of conformers in one medium and observe RDCs heavily weighted 
by the properties of this conformer, but it is more likely that all conformers are 
ordered to similar extents, and the different directions for interaction vectors 
sampled by motion in the two media leads to the observation. Here we explore 
the latter option using a new molecular dynamics simulation to identify 
conformers that could be sampled and the tools now introduced into the 
R E D C A T program to see whether a single averaging process is consistent with 
RDCs measured in both media. 
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A new analysis of trimannoside data 

Probable conformations for the trimannoside core have been investigated 
previously using molecular dynamics simulations to sample conformational 
space (28,29). However, force field refinements and the ability to do longer 
simulations with more powerful computers makes it useful to re-run these 
simulations. We have done this starting with a conformation suggested by 
previous simulations, (φ 1 3 = 67 , φ 1 3 = -103 , φι 6 = 64, φ 1 6 = 180, ω ! 6 = 60 °) (28). 
The molecule was solvated in a cubic box with explicit water molecules under 
periodic boundary conditions. The molecular dynamics (MD) simulation was 
carried out using the program A M B E R 7.0 (30) with the G L Y C A M J ) 4 (37) 
force field on an HP Linux cluster using 4 dual processor nodes. The system was 
first well relaxed by applying a short energy minimization followed a M D 
simulation of 1.0 ns at 300 K . A 20 ns M D simulation was then performed at 300 
Κ with an integration time step of 1 fs, storing snapshots every 500 fs. 

The M D trajectory is shown in Figure 4. A few significant points can be 
noted. First, conformations about the 1-3 linkage are well clustered with φι 3 and 
ψ ΐ 3 fluctuating by small oscillations (standard deviations of 25 °) about values of 
75 and -113 °. The conformation about the 1-3 linkage can clearly be well 
represented by a single average conformation. Second, φι 6 is also fairly well 
constrained to 75 ° with a standard deviation of 16 °. Third, (pJ6 prefers to be 
near 180°, although it makes occasional excursions to both +60 and -60 °. 
Because these transitions are on time scales of about 1 ns (short compared to the 
M D simulation of 20 ns) and the excursions are short-lived, it is reasonable to 
use the average value of 172.0 0 for φ 1 6 to analyze the measured R D C data. 
Finally, G)I 6 , aside from an occasional excursion to -60 ° remained at 180 for a 
long period of time before making a single transition to +60 °. α>ι6 then remained 
in the +60 conformer for the duration of the M D run. It is clear that we cannot do 
a meaningful sampling of the ωι 6 angle in M D trajectories. However, as we can 
see from Figure 4, the o)i6 is rather dynamic and the two major sampled 
conformers ( ω ΐ 6 = 180 and œ J 6 = +60 °) do provide a basis for modeling of 
experimental R D C data. 

We will use the previously reported RDC data as given in Table 1, and the 
R E D C A T averaging utility as described in the literature (20). The standard input 
file is as depicted in Figure 5. The columns normally are Cartesian coordinates 
for pairs of atoms displaying an RDC (xb ylf zu x2, z2\ followed by the 
experimental RDC value, the maximum coupling for nuclei of a particular pair i f 
they were separated by a 1Â, and an error estimate for the RDC. When an 
averaging model is appropriate, " A V G " is entered in place of an experimental 
RDC and the following line contains another set of coordinates for the same pair 
of atoms, but now from the alternate conformer. The RDC entry in the new line 
can be the experimental value i f only two conformers exist and these are equally 
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Ο 2 4 6 8 10 12 14 16 18 2 0 

Time (ns) 

Figure 4. MD trajectories for glycosidic torsion angles of trimannoside. The 
MD simulation was carried out with explicit water molecules at 300 K. 

populated, or it can be " A V G " if a third conformer is involved. Coordinate lines 
can be duplicated to effectively alter the population distribution between 
conformers. The example shown in Figure 5 is the one for which there are two 
conformers with a 3:2 population distribution. 
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The conformers we choose for our model are derived from our M D 
trajectory by clustering and averaging glycosidic torsion angles in a R M S D 
sense. The conformers and their torsion angles are listed in Table 2. 

Table 2. Glycosidic torsion angles for the three conformers 

(Φη, Ψιύ (Φΐ6> <Pl6, uW 
SI (gauche-gauche, gg) (75.4, -112.5) (80.1, 176.3, 52.8) 
S2 (gauche-trans, gt) (75.1, -113.7) (77.2, 174.1, -159.9) 
S3 (trans-gauche, tg) (74.5, -110.8) (74.2, 172.0, -84.4) 
Notes: IUPAC nomenclature; units in degree. 

The interpretation of RDCs in terms of averaging over multiple states could 
be challenging because of the need to choose a proper alignment for conformers. 
Molecules are tumbling in a liquid crystal solution and each conformer could be 
aligned in a different way. In our previous work we knew that the reducing end 
residue dominated the overall order because the alkyl chain attached to this sugar 
anchored the molecule to the bicelle membrane through this residue. The atoms 
of this residue were, therefore, overlaid in each conformer involved in an 
average (22). For the trimannoside there is no such clear basis for aligning 
conformers. 

Figure 4 and Table 2 show that the 1-3 linked residues in mannoside do 
have a relatively well defined glycosidic conformation. We might try to use these 
as a point of reference assuming they, as opposed to the single 1-6 linked sugar, 
would dominate overall ordering in the alignment media. This type of size-based 
assumption has been successfully used in analyzing motion of ligands bound to 
proteins and the motion of small domains of larger proteins (32,33). The three 
states of the trimannoside were reorientated in space by RMS fitting the 
coordinates of heavy atoms on ring I and ring III and the results are shown in 
Figure 6. Based on this figure, this assumption is clearly suspect, because the 
dramatic change in overall shape for the SI state in particular. 

An alternate approach is to attempt a calculation of order matrix axis 
directions for each conformer and then align the order matrix axes. Reasonable 
results have obtained from Allen Bush's group, assuming that the principal axes 
of the moment of inertia tensor of the molecule to be the same as those of the 
principal alignment frame of the order matrix (34). Andrew Almond and Jacob 
B. Axelsen suggested the gyration tensor may be another good way to evaluate 
the alignment of neutral molecules (35). The two methods, in fact, give the same 
orientation because the two tensors share eigenvectors with only eigenvalues 
being different (35). Figure 7 shows the three conformers aligned in space 
according to their moment of inertia tensor. If inertia tensors adequately 
represent alignment tensors, the combined effects of overall orientation and 
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internal motional averaging would be well modeled. However, the relationship 
between moment of inertia tensors or gyration tensors and liquid crystal 
alignment tensors remains in question. 

Here we choose to follow a somewhat simpler procedure based on an 
R M S D overlay of the entire molecule. An alignment based on an R M S D overlay 
is closely related to well established steric obstruction model (PALES) that has 
been used to successfully predict alignment of biological molecules in neutral 
aqueous liquid crystalline media like bicelles, and rod-like media like phage 
(36). Figure 8 shows the above three conformers reorientated to the best overlay 
of the atomic coordinates (RMSD fitting) of all the three residues, expect those 
flexible hydroxyl protons and hydroxyls of methylene groups. The alignments of 
the conformers are very similar to those reorientated to align moment of inertia 
tensors. For example, an exact superposition of the S2 and S3 conformers, 
having aligned the SI conformers for the two methods can be achieved with 
Euler angle rotations (z-y'-z") of (224.5, 5.8, 106.5 °) and (256.0, 4.0, 130.0°), 
respectively. The orientation differences are about ±30 °, as rotations along y-
axis are near zero and the accumulative rotations about z-axis are around ±30 °. 

Simulation of the experimental RDC data was performed in R E D C A T , 
using the three R M S D reorientated conformers with different population ratios. 
We begin our analysis considering the fit with just a single conformer first, and 
then focus on the averaging RDCs using pairs of conforms, and later add a third 
conformer as needed. We have set error limits for RDCs to 3.5 Hz for one bond 
C - H couplings and 1.5 Hz for other couplings in bicelle media and to 2.5 Hz for 
one bond C - H couplings and 1.0 Hz for other couplings in phage media. Only 
solutions having all couplings meet these criteria are accepted. RDCs were back 
calculated using order parameters from the best solution in an R M S D sense or 
using order parameters averaged over all allowed solutions. Linear regression of 
the back calculated results was done and the squared linear correlation 
coefficients (R2) are reported. The number of solutions and the squared linear 
correlation coefficients are then used as criteria to judge the quality of the 
averaging models. The results are summarized in Table 3. 

Several conclusions can be drawn from Table 3. First, no single conformer 
can represent the experiment data within the levels of error we have specified; 
this indicates that significant internal motion must exist in the trimannoside. We 
can however find a best solution regardless of error in order to evaluate motion 
in a single conformer model. For each ring, as mentioned in the introductory 
paragraphs, the order parameters should be the same i f the residues are rigidly 
connected, whereas differences in order parameters can reflect the level of 
internal motion. It is convenient to combine all order parameters into a general 
degree of order (GDO) for this assessment. The GDOs are 4.4 χ 10'4, 3.4 χ 10'4 

and 5.2 χ 10"4 in bicelles, and 1.5 χ 10"4, 1.3 χ 10"4 and 1.8 χ 10"4 in phage for 
sugar residues I, II and III, respectively (12). The difference in GDO values are 
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Figure 6. Alignment of conformers assuming their orientations in liquid crystal 
are dominated by the orientations of rings I and III. 

Figure 7. Alignment of conforms assuming their orientations in liquid crystal 
are dictated by a moment of inertia tensor. 

Figure 8. Alignment of conformers assuming orientations in liquid crystal are 
dictated by shape. The reorientation was accomplished by RMS fitting of the 

coordinates of atoms on all the three sugar residues. 
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larger for residue II and III (1-6 linkage) than for reside I with III (1-3 linkage) 
in both alignment media, suggesting the glycosidic linkage between II and III is 
more flexible. This difference in flexibility for the 1-6 linkage and the 1-3 
linkage agrees with our above M D simulation. 

Second, when multiple states are allowed, we do get solutions, but in all 
cases SI and S2 are the major states. Combinations of SI and S2 in which 
populations are nearly equal give large numbers of solutions and the back 
calculated RDCs show good correlation with experiment observables, both in 
bicelles and in phage media. Although combinations of SI and S3 give some 
solutions for the data obtained in phage medium with generous errors (2.5 Hz for 
C - H one bond couplings and 1.0 Hz for others, (50% of the experimental RDCs 
range), the number of solutions is much smaller and the correlation coefficients 
between the back calculated and experiment measurements are lower than those 
for the SI and S2 combinations. Moreover, the combinations of SI and S3 give 
no solution for bicells data. No solutions were observed from the combinations 
of S2 and S3 conformers, also suggesting that SI and S2 are the major populated 
states. These two major states were also observed in our previous studies using 
N O E S Y data and M D simulations (28). 

Third, the conformers of SI and S2 are almost equally sampled, because 
pretty good and very similar results are observed for SI and S2 with a population 
ratios of 2:3 (40%:60%), 1:1(50%:50%) and 3:2(60%:40%), in both alignment 
media. The linear correlation coefficients for these three combinations are 0.964, 
0.968, 0.959 in bicells, and 0.868, 0.903 and 0.905 in phage, respectively. The 
Sauson-Flamsteed projections of the alignment tensors for the solutions are 
presented in Figure 9. While the order tensors are different between bicelle and 
phage, few differences in direction of axes for the average order tensors for a 
given medium are seen for these three populations ratios ether in bicelles or in 
phage media. 

Finally, S3 may be populated to a small extent (< 20%) in the presence of 
larger amounts of SI and S2. Correlation coefficients for bicelles and number of 
solutions for phage improve somewhat for small percentages of S3 (9% (5:5:1) 
and 14% (3:3:1) as opposed to no S3. The number of solutions and correlation 
coefficients for bicelles and for phage decrease somewhat as the population of 
S3 increase to 20% (2:2:1). No solutions are observed when the population of S3 
is 33% (1:1:1). 

Discussion 

The data presented above suggest that the origin deviations in structures 
initially found for single conformer analysis of the trimannoside in two 
orientation media (12) was in fact due to conformational averaging. Fits to RDC 
data from both media are possible with two state and three state models that 
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Table 3. Averaging RDCs from multi-conformers for trimannoside 

SI 
ratios 

S2 55 
Bicelle" Phage" 

SI 
ratios 

S2 55 Solutions' R2d Solutions0 

1 0 0 
1 0 0 

1 0 0 

1 4 0 0 
2 3 492 0.964 2353 0.868 
1 1 2284 0.968 2371 0.903 
3 2 1077 0.959 2073 0.905 
4 1 0 910 0.837 

1 4 0 0 
2 3 0 18 0.687 
1 1 0 436 0.768 
3 2 0 971 0.805 
4 1 0 295 0.763 

1 4 0 0 
2 3 0 0 
1 1 0 0 
3 2 0 0 
4 1 0 0 

1 1 1 0 0 
2 2 1 3 0.952 2260 0.881 
3 3 1 2028 0.971 2722 0.893 
4 4 1 2371 0.972 2652 0.897 
5 5 1 2458 0.972 2585 0.899 

Notes:a 3.5 Hz errors for one bond C - H RDCs and 1.5 Hz for others are used; 
b 2.5 Hz errors for one bond C - H RDCs and 1.0 Hz for others are used; c 

REDCAT uses a statistic method to sample the solutions within experiment 
errors. A total number of 10000 samplings was examined; d The linear 
correlation coefficients between experiment RDCs and back calculated values 
either from the REDCAT best solution or from the average of the solutions. 
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Figure 9. Sauson-Flamsteed projections of the alignment tensors in bicelles (a, 
b and c) and in phage (d, e and f) for different ratios of conformers. 
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incorporate large percentages of two of the conformers most frequently sampled 
in our M D trajectory (SI and S2). The agreement also speaks well for the ability 
of current force fields to accurately predict stable conformers of 
oligosaccharides. The population ratio cannot be compared to the M D 
predictions simply because even at 20 ns, the trajectory is too short to adequately 
sample populations. The utility of averaging tools incorporated in the R E D C A T 
program is nicely illustrated through its ability to evaluate populations. 

The fact that the conformation of the 1-3 linkage is well represented by a 
single state, and that the 1-6 linkage is much more dynamic is not unexpected. 
Other authors have reached this conclusion for similar molecules (57). The 
ability to model the actual conformations and estimate populations of various 
conformations is, however, a valuable addition. Knowing accessible 
conformations will be useful in synthesizing constrained mimics of natural 
carbohydrates that represent single accessible states that might bind to protein 
receptors for these carbohydrates. 

The acquisition of RDC data and the ability to extract conformational 
models is, of course, not limited to studies of carbohydrates free in solution. 
RDCs for carbohydrates bound to proteins can also be measured (38-40). One 
does not expect as extensive averaging due to internal motion when bound to 
protein as when free in solution. In fact, a single conformer near to our SI state 
was found to give adequate fits to transferred NOE data (29) and to RDC data 
(38) for the trimannoside bound to mannose binding protein. However, exploring 
the possibility of motion when bound to proteins remains important. This is not 
only because such motions may exist in bound states, but because proper 
averaging may allow use of data that would otherwise be incompatible with a 
single state analysis. For carbohydrates, for example, data from the exocyclic 
methylenes in pyranose rings is a good example. These methylenes are known to 
sample various rotamers and C - H couplings from these sites can only be used i f 
a proper motional model can be applied. We therefore expect significant 
improvements in use of RDCs for conformational analysis with the addition of 
tools such as that described here. 
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Abstract 

Carbohydrate recognition by lectins and enzymes requires the 
consideration of a variety of structural and conformational 
details. The relevance of sugar-aromatic interactions for 
molecular recognition of carbohydrates by lectins has been 
studied by a combined protocol using N M R and theoretical 
calculations. In addition, and in relation to saccharide 
recognition by glycosidase enzymes, we also present 
experimental and theoretical evidences on the importance of 
the chemical nature of the sugar or glycomimetic to suffer ring 
distortion. Two different systems (lectin and glycosidase) have 
been evaluated. As lectin system to test the importance of 
sugar-aromatic interactions, a chitin binding domain (hevein) 
has been employed. For the analysis of pyranoid ring 
distortion, the interaction of E. coli β-galactosidase with 
lactose and glycomimetics thereof has been explored. For the 
theoretical studies, simple models of both the sugar and 
protein systems have been studied. 
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Introduction 

Unraveling the mechanisms that rule how sugar molecules are bound by 
lectins, antibodies, and enzymes is currently a topic of major interest (7). A 
detailed understanding of the structural, thermodynamics and kinetic features of 
the molecular complex when carbohydrates are bound to receptors is indeed 
relevant (2), and that requires the use of a multidisciplinary approach to study 
this phenomenon in depth (5). The concerted use of a variety of techniques and 
the access to synthetically prepared saccharides and glycomimetics (4\ as well 
as to natural and "designed" protein domains is of great importance to this aim 
(5). X-ray, N M R , and other biophysical methods have been more widely used to 
access detailed structural and thermodynamic information (6). 

Due to the amphipatic character of saccharide molecules, different types of 
forces may be involved in its recognition by receptors (7). The presence of the 
hydroxyl groups makes possible their involvement in intermolecular hydrogen 
bonds to side-chains of polar amino acids (8). Moreover, it has also been 
hypothesized that water provides the driving force for the complex formation 
(9). Nevertheless, not only these polar interactions are involved in carbohydrate 
recognition. Experimental data have shown that depending on the 
stereochemistry of the saccharide, the presence of a number of rather apolar C-H 
groups indeed constitute patches, that interact with the protein side chains. 
Although the exact nature and origin of this interaction is still upon investigation 
(70), it can be proposed that the mutual shielding of the non-polar surfaces from 
bulk water is entropically favorable (77), and that the electrostatic interaction 
between the positive net charge of the C-H groups and that the quadrupole 
created by the π-system of the aromatic ring makes a favorable enthalpic 
contribution (72). As in other protein/ligand complexes, probably, the 
polarizability of the aromatic electrons and the polarizing nature of the C-H 
vector may lead to an attractive force. Indeed, similar features have been 
proposed to account for an important portion of the driving force in ligand-
accommodating mechanisms (75). 

Herein we present theoretical and experimental evidences on the importance 
of the chemical nature of the aromatic ring for the sugar interaction process. 
Moreover, we also present a theoretical study of the physicochemical origin of 
the intermolecular interaction between sugar and aromatic rings, employing 
different levels of theory. 

Regarding carbohydrate processing enzymes, structural studies on molecular 
recognition of oligosaccharides and analogues by glycosidase and 
glycosyltransferase enzymes have shown that distortion of the groundstate 
conformation of the saccharide ligand may take place on numerous occasions 
(14). The attained degree of distortion may resemble the proposed 
oxocarbonium-type transition state of glycoside hydrolysis (75). The 
determination of the energy associated with the deformation in unsubstituted 
rings is a first step towards understanding the behavior of complex systems. This 
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knowledge is of paramount importance to comprehend and predict the outcome 
of the recognition process and to rationally design inhibitors of biomedical 
processes in which these enzymes are involved (76). On this basis, we present 
also herein experimental and theoretical evidences on the importance of the 
chemical nature of the sugar or glycomimetic to suffer ring distortion. Moreover, 
we evaluate the inversion and the conformational exchange processes of oxane 
and thiane (77), and place them within the context of a global inversion scheme. 

Two different systems have been evaluated. As lectin system to test the 
importance of sugar-aromatic interactions, hevein and related chitin binding 
domains have been employed. For the analysis of pyranoid ring distortion, the 
interaction of E. coli β-galactosidase with lactose and glycomimetics thereof has 
been evaluated. For the theoretical studies, simple models of both the sugar and 
protein systems have been studied. 

Hevein-chitooligosaccharide interactions 

From the lectin recognition viewpoint, it is today known that among the 
biological processes in which carbohydrates are involved, many plants respond 
to pathogenic attack by producing defense proteins able to bind reversibly to 
chitin (7<S), the ubiquitous p(l-4)-linked 7V-acetylglucosamine (GlcNAc) 
polysaccharide. This natural biopolymer is a key structural component of the cell 
wall of fungi, and of the exoskeleton of invertebrates, such as insects and 
nematodes. Indeed, anti-fungal activity of plant chitinases is largely restricted to 
those chitinases that contain a noncatalytic, plant-specific chitin-binding domain 
(also dubbed hevein domain, 19). This domain displays a common structural 
motif of 30-43 residues rich in glycines and cysteines in highly conserved 
positions and organized around a four disulfide core (20). The hevein domain is 
present in hevein itself (21) and many other lectins (22). 

N M R has been widely employed to deduce the 3D architecture of several of 
these hevein domains. A variety of studies on latex hevein (23-27), five-disulfide 
containing heveins (28, 29), a 32 amino acids truncated hevein (30), 
pseudohevein (57), the Β domain of W G A (32), as well as for natural A c A M P 2 
(55), and related Ac-AMP2 (34) peptides have been described. Basically, the 3D 
structures of these small proteins are again very similar among them and also 
basically identical to their respective solid state structures described by X-ray. 
Using this technique, the structures of W G A (55), U D A (36-38), and hevein 
itself (39,40) have been elucidated. 

Except for the first X-ray structure of hevein (39), the polypeptide 
backbone of all these structures keeps a similar architecture, with rmsd 
deviations below 2 Â among the different structures. 

A variety of NMR-based techniques have been used to study the binding of 
chitooligosaccharides to hevein domains. It is worthy to mention the use of 

  
  



63 

titration N M R (41), based on chemical shift perturbation analysis (42) of the free 
versus the bound species, diffusion ordered spectroscopy (DOSY) (43), the 
analysis of interprotein and intermolecular sugar-protein NOEs (44), and laser 
induced photo-cidnp methods (45). These techniques, complemented by 
differential scanning (46) or isothermal titration microcalorimetry (47), 
fluorescence (48), infrared spectroscopy (49), analytical ultracentrifugation (50), 
and molecular modeling (57) and X-ray protocols have permitted to analyze 
several complexes of hevein domains bound to oligosaccharide ligands at atomic 
resolution and to analyze their binding energy features. 

Importantly, all the structures show a cluster of three aromatic residues and 
one serine that form the basic carbohydrate-binding domain (52, 53). Indeed, the 
location of the chitooligosaccharide binding-site of hevein was deduced by 
chemical shift perturbation analysis and further confirmed by the presence of a 
number of unambiguous intermolecular protein-carbohydrate NOEs. Laser 
photo-CIDNP methods also allowed demonstrating the presence of Tyr and Trp 
residues in sugar binding (54). 

For instance, the Δδ (complex-free) of protein protons permit to deduce that 
the binding site for chitoojigosaccharides is located between residues 18 to 30, 
since their corresponding H N M R signals show the major changes in chemical 
shifts upon interaction with the sugars. Moreover, several hundreds of protein-
protein NOEs as well as several protein-sugar NOEs were deduced and used as 
upper bound constraints in a simulated annealing protocol to determine the three 
dimensional structure of the hevein-sugar complexes. In addition, a hydrogen 
bond between the hydroxy 1 group of Serl9 and the carbonyl group of one of the 
GlcNAc residues could always be detected and included as additional constraint. 

The resulting three-dimensional structures of the protein/carbohydrate 
complexes are fairly well defined (Fig. 1 and 2). Indeed, the experimental data 
indicate that the protein experiences only slight changes in its conformation, 
when interacting with the saccharides. Indeed, with regard to the N M R structure 
of the free proteins, no important changes in the protein NOEs were observed, 
indicating that carbohydrate-induced conformational changes are small (Fig. 3). 
As example, the average backbone rmsd of 20 refined N M R structures for the 
hevein/(GlcNAc) complex was 0.6 Â, while the heavy atom rmsd was 1.2 À. 

Generally speaking, the hevein domain backbone maintains the same 
topology in the free and bound states, and minor movements are observed in the 
lateral chains of the amino acids, which form the binding site. The study of the 
3D structure of hevein with (GlcNAc) indicated that both GlcNAc residues 
make interactions with several protein lateral chains: The non-reducing end 
makes stacking to the aromatic Trp23 moiety. Additionally, the non-reducing 
acetamido methyl group displays non-polar contacts to the aromatic Tyr30 
residue, and, in addition, there are key hydrogen bonds which confer stability to 
the complex: one between the non-reducing sugar acetamido group and Serl9 
and a second one involving C3-OH and Tyr30. An additional interaction is 
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Figure 1. Collection of 23 NMR structures for hevein bound to (GlcNAc) . The 
backbone fit RMSD between residues (3-41) is 0.57 Â; between residues {16-1): 

0.39Â and for the key lateral chains holds SI 9: 0.19; W21: 0.28; W23: 0.32; 
Y30: 0.30. 

(See page 1 in color insert in this chapter.) 

Figure 2. Superimposition of two NMR structures for hevein bound to 
(GlcNAc) . The orientation of the key lateral chains is emphasized. 

(See page 1 in color insert in this chapter.) 
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Figure 3. Superimposition of the NMR structures for free and (GlcNAc) -bound 
hevein. The orientation of the key lateral chains is emphasized. 

(See page 2 in color insert in this chapter.) 

observed between the less polar α-face of the reducing GlcNAc moiety and the 
plane of the indole ring of Trp21. Additional evidences for the existence of this 
stacking interaction between the lateral chain of Trp21 with the reducing end 
came from the observation of strong shielding of several protons of the indole 
ring of Trp21 in the complex of hevein with p-nitrophenyl-GlcNAc, and from the 
upfield shifting of the O-methyl group of methyl chitobioside in the presence of 
hevein with respect to that measured for the free sugar. 

This combination between van der Waals, CH-pi, and hydrogen bond 
interactions is perfectly suitable to provide the basic features of the interaction 
between hevein and chitooligosaccharides. 

Hevein domains have also provided a suitable model to verify the minimum 
chitooligosaccharide binding domain. Based on the structure of the natural 
AcAMP-2 antifimgic polypeptide, a 32-residue truncated hevein lacking eleven 
C-terminal amino acids (HEV32), was prepared and correctly folded with three 
disulfide bridge pairs (30). The N M R structure of ligand-bound HEV32 in 
aqueous solution was determined to be highly similar to the N M R structure of 
ligand-bound hevein. HEV32 might provide a simpler molecular model for 
studying protein-carbohydrate interactions and for understanding the 
physiological relevance of small native hevein domains lacking C-terminal 
residues. 

Moreover, hevein may also accommodate ManNAc and GalNAc 
acetamidosugars at certain positions of the chitin chain (55). N M R data assisted 
by modeling protocols indicate that modifications at either the reducing end 
(with ManNAc instead of GlcNAc), or at the non-reducing end (with GalNAc 
instead of GlcNAc) do not modify the mode of binding of the saccharide to 
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hevein. Nevertheless, the association constant values indicate that chitotriose 
binding is better than that of its ManNAc or GalNAc analogues. 

By taking into consideration these geometries, and determining the binding 
affinities and the thermodynamic parameters for the interaction, it may be easily 
deduced that both non-polar and polar interactions contribute to the 
complexation process, stabilizing the orientation of the sugar rings through the 
formation of hydrogen bonds and stacking interactions with aromatic side chains. 
Therefore, the structural view obtained in solution perfectly agrees with the 
deductions from the equilibrium thermodynamic parameters. The variations in 
binding constants can be explained in structural terms: The minimum sugar size 
which can be bound by hevein is the GlcNAc monosaccharide, which is 
stabilised by non-polar forces involving Trp23 and Tyr30, and by hydrogen 
bonds involving Serl9 and the hydroxyl group of Tyr30. The binding constant of 
chitobiose is one order of magnitude higher. The new reducing end makes 
additional non-polar contacts to Trp21. Moreover, with methyl β-chitobioside, 
the binding is improved. Both the fixing of the anomeric configuration in a 
favored β-orientation, and the presence of additional non-polar interactions 
between both the reducing end and the O-methyl group and the extended surface 
of Trp21 are probably the key factors in this case. The higher affinities deduced 
for the beta-linked disaccharide with respect to the GlcNAc monosaccharide and 
to GlcNAc(al—>6)-Man can only be explained by favorable stacking of the 
second beta-linked GlcNAc moiety and Trp21 (56). 

The binding constant found for chitotriose (GlcNAc) is one order of 
magnitude higher than that to (GlcNAc) , due to the better van der Waals 
contacts which are established between the extended surface of Trp21 indole 
ring and the pyranoid chair. Thus, using these simple models, there is 
approximately 1.5 kcal/mol increase in the free energy of binding per additional 
sugar unit, when passing from the monosaccharide to the disaccharide and to the 
trisaccharide. This gain in free energy of binding is basically accounted for by 
additional van der Waals/stacking interactions between the sugar and the 
properly oriented aromatic rings in the protein structure. Indeed, no additional 
intermolecular hydrogen bonds to those observed for the monosaccharide are 
taking place for the di- and trisaccharide in the hevein binding-site. The gain in 
enthalpy amounts to about 2 kcal/mol per additional sugar/aromatic interaction, 
with a concomitant loss of entropy of binding, as typically observed in lectin-
sugar interactions. For higher oligosaccharides, multivalency effects start to 
appear, and several hevein domains are bound to the same polysaccharide chain 
(57). Interestingly, the chemical nature of the aromatic ring at relative position 
21 (Tip 21 in hevein) modulates the binding energy and enthalpy of the sugar-
protein interaction. Taking a truncated hevein of the A c A M P 2 family as 
scaffold, it can be observed that the larger the aromatic ring size, the higher the 
free energy and entalphy of binding. In particular, AcAMP2 domains with either 
phenylalanine, tryptophan, or non-natural naphtylalanine side chains have been 

  
  



67 

studied (58). These domains show an increasing affinity to (GlcNAc) 3 that 
parallels the increase in the surface of the aromatic ring. Moreover, the 
deactivation of the aromatic rings at relative positions 21 and 23 produce a two
fold decrease in the binding ability of the same AcAMP2 scaffold to (GlcNAc)^ 
These data strongly indicate the importance of sugar-aromatic interactions for 
the molecular recognition process (34). 

With these experimental data at hand, we decided to theoretically study the 
origin of this interaction. A simple sugar-aromatic model was chosen, with just a 
benzene ring and a 6-deoxy sugar moiety to avoid the additional complications 
of several rotamers around the C5-C6 ring (Fig. 4). 

Figure 4. The molecular complex used to study the sugar-aromatic interaction. 
The result at the b3lyp/6-31G(d,p) level of theory is used, with the 

corresponding key intermolecular distances 

The full geometry optimization of the sugar-benzene complex has been 
performed with Gaussian98 and Gaussian03 (59, 60) at different levels of theory, 
using Density Functional Theory (DFT) and M0ller-Plesset calculations. In 
particular, MP2/6-31G(d, p) (method A), b31yp/6-31G(d, p) (method B), MP2/6-
31G(d, p) corrected by the counter poise (CP) method (61) (method C), and 
MP2/6-3 lG(d, p)// b31yp/6-3 lG(d, p) (method D). 

For the calculations employing the MP2/6-31G(d, p)// b31yp/6-31G(d,p) 
level of theory, the resulting structure from the b31yp/6-31G(d, p) optimization 
was employed, and just a single point (SP) calculation was performed. 
Vibrational frequency calculations were also carried out in order to confirm that 
the obtained structures were indeed minima, at levels A , Β and C. 

In addition, Potential Energy Curves were calculated for the complex. Thus, 
single point calculations were performed with Gaussian 98, varying the distance 
between a given C-H bond and the closest corresponding carbon atom. To 
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determine the interaction energy, the Basis Set Superposition Error Correction 
(BSSE) was calculated (62). The Counterpoise method was used, and thus the 
proper correction by the change of geometry of the components of the complex 
was considered. The method proposed by Sotiris and Xantheas (63), that permits 
optimization of the geometry by considering the basis set superposition error, as 
implemented in Gaussian03, was also employed. 

Finally, the Atoms in Molecules Theory (AIM, 64) was also employed. 
With A I M , it is possible to define structure and stability in terms of the gradient 
field vector, Vp, associated with a scalar field, such as p. Thus, critical points, 
where Vp = 0, can be deduced. There is a set of trajectories associated with each 
critical point that define an interatomic surface, which separates the basins of 
neighboring atoms. Bond, ring and cage critical points were deduced for the 
supramolecule at each level of theory, using the A I M P A C software (65). 

The comparison of the obtained results for the different levels of theory 
indeed establish the importance of considering the dispersion energy for 
evaluating the complexation energies involved in aromatic-sugar interactions. 
The best results in terms of obtaining a well-defined potential energy curve and 
a geometry in agreement with X-ray experimental data was obtained when the 
MP2/6-31G(d, p) corrected by the counter poise (CP) method C was employed. 
The obtained geometry is outlined in Fig. 5, which also shows the outcome of 
the A I M analysis of the complex, with the bond, ring, and cage critical points. In 
this case, the interaction energy of fucose-benzene is about 3.0 kcal/mol, 
somewhat higher than that established for single carbohydrate-aromatic 
interactions, for instance on the hevein complexes (about 1.5 kcal/mol). 
However, entropy factors and the role of water may influence the actual value 
for the aromatic-sugar interaction. Nevertheless, the calculated energy is of the 
same order of magnitude. These values show the efficiency of the CH/π 
interaction in the stabilization process of the sugar-aromatic supramolecule. 
Since three CH/π interactions participate in the formation of the complex, it can 
be estimated that the stabilization produced by each interaction is of -1 
kcal/mol. Moreover, the results obtained herein indicate that the carbohydrate-
aromatic interactions are stabilizing interactions with an important dispersive 
component. 

Indeed, an intramolecular carbohydrate-aromatic interaction has been 
recently invoked to provide the stabilizing energy that defines the observed 
conformation of a phenyllactic-containing GM1 glycomimetic (Fig. 6). 

The observed intramolecular benzene-GalNAc stacking provides a 
preorganized conformation to efficiently interact with the lectin B-chain moiety 
of cholera toxin (CTB, 8), as deduced by TR-NOE experiments. The 
replacement of the phenyl ring for a cyclohexane moiety provokes a drastic 
conformational rearrangement in which the cyclohexane ring points away from 
the GalNAc ring. Thus, the requirement for a phenyl ring to make the proper 
interactions with the sugar moiety was further demonstrated (8). 
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Figure 5. The geometry of the benzene-sugar complex at the MP2/6-31G(d, p) 
level corrected by the counter poise (CP) method. 

Figure 6. This GM1 glycomimetic interacts with CTB with micromolar affinity. 
The Ris a phenyl moiety that stacks with the GalNAc moiety to give a well 

defined conformation (8). 
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The interaction of lactose with E. coli β-galactosidase 

It is generally considered that the best inhibition of the processes catalyzed 
by enzymes is obtained when compounds that resemble the transition-state of the 
catalytic process are used (66). This fact is probably due to the energy gain 
provided by the binding of a high-energy conformer in the pathway towards the 
transition state, and in the particular case of glycosidase enzymes, molecules 
with oxocarbonium-like shape would have the best chance to give the best 
results (67). In this context, the knowledge of the enzyme-bound conformation of 
potential inhibitors is of paramount importance. Obviously, the deduction of the 
molecular features of an enzyme/substrate complex is a difficult task, since the 
substrate is readily transformed into products. In principle, two ways to deduce 
such properties for a given molecular complex can be envisaged: studying 
complexes of either wild type (WT) enzyme/inhibitor (68) or inactive mutated 
enzyme/substrate (69-73). We have used both methods to study the E. coli β-
galactosidase bound conformation of lactose and several of its derivatives, 
namely, 2'-deoxy lactose, allolactose, with a (β1-»6)- linkage, as well as their C-
and S-glycosyl analogues. For the study of the interaction of the three O-
glycosides, an inactive enzyme, for which the nucleophilic aminoacid of E. coli 
β-galactosidase, glutamic acid 537, has been mutated to glutamine, E537Q, was 
used. For the recognition of the C- and S-glycosyl analogues, the wild type 
enzyme has been employed. In the particular case discussed here, N M R and ab 
initio results showed that the 3D-shapes of the substrate (lactose, 2'-deoxy 
lactose and allolactose), or inhibitor (C- and S-glycosyl compounds) within the 
enzyme binding site depend on the chemical nature of the molecules. In fact, 
they depend on the relative size of the stereoelectronic barriers for chair 
deformation or for rotation around Φ glycosidic linkage. TR-NOE experiments 
(44) permitted to deduce that for both C- and S-lactose, their high energy anti-Φ 
/syn-Y conformers (with ΔΕ=1.8 or 1.5 kcal/mol with respect to the global 
minimum for the C- and S-glycosyl compounds, respectively) are bound by this 
enzyme. A l l the observed transferred NOEs are in agreement with the exclusive 
recognition of this conformer (68, 73) for both glycomimetics. 

In principle, these results for the C- and S-glycomimetics cannot be directly 
extrapolated to O-lactose. Due to the presence of the exo-anomeric effect in the 
natural sugar (74), the energy barriers around Φ and the relative energies of the 
energy minima will have different values to those of C- and S-analogues. Thus, 
we decided to investigate the conformational features of the actual enzyme 
substrates, the three O-glycosides mentioned above, bound to an inactive 
enzyme, E537Q. As a first test, the study of the TR-NOE N M R spectra recorded 
for the complexes of C- and S-lactose to E537Q provided identical results to 

  
  



71 

those for the WT enzyme: the anti-Φ /syn-Y conformation of both analogues is 
the only one that is bound by the mutated enzyme. Different results were 
obtained for the binding of the O-glycosides to E537Q. For lactose, 2'-deoxy 
lactose and allolactose, and in opposition to the observations for the complexes 
of C- and S-lactose with the WT and E537Q enzymes, the H-17H-3' and H -
1VH-5' cross peaks for the galactose moieties were very weak, much weaker 
than the analogous cross peaks (H-l/H-3 and H-l/H-5) for the neighboring Glc 
rings (Fig. 7). Thus, the bound galactose moieties of the lactose O-glycosides do 
not hold C chair conformations. 

Apart of further demonstrating that N M R may be used to get insights on the 
bound conformation on substrates/inhibitors at glycosidase catalytic sites, these 
experimental results indicate that E. coli β-galactosidase (WT or E537Q) selects 
a high-energy conformer of the natural substrate or the C-, S-glycomimetic. This 
conformational distortion takes place before the catalytic reaction has started. 
For C- and S-lactose, (with no exo-anomeric effect), the high-energy conformer 
is produced upon rotation around the glycosidic Φ-angle. In contrast, for O-
glycosides, the enzyme produces distortion of the chair. Nevertheless, the three 
dimensional shapes of both types of conformers is fairly similar, with the 
aglycon adopting almost the same spatial orientation with respect to the glycon 
Gal moiety, and thus the observed bound conformations of C- and S-lactose are 
reminiscent of the deformations in the reaction pathway. Modeling studies 
showed that both types of conformers may be bound without significant 
distortion of the enzyme binding site. Interestingly, only the Gal rings of O-
glycosides are bound in a conformation, somehow resembling the oxo-
carbonium transition state of glycosidase-mediated hydrolysis. 

It has been reported (75) that the rotation from syn to anti-Φ of 2-methoxy 
pyrane requires a energy cost (HF/6-31G*) of 2.9 kcal/mol, while that for the 2-
ethyl (C-glycosyl analogue and 2-thiomethyl (S-glycosyl analogue) analogues 
are only 1.2-1.3 kcal/mol, respectively. B3LYP/6-31G* calculations carried out 
for the three O-, C-, and S-models indicated that the required energies to reach a 
flattening consistent with the N M R data) are higher (ca. 5.0 kcal/mol). Thus, at 
this level of theory, the cost of the deformation is more than 2.0 kcal/mol higher 
than that required to rotate around Φ, even considering the exo-anomeric 
contribution (76). However, one additional point has to be taken into 
consideration. For retaining glycosidase enzymes, such as E. coli β-
galactosidase, and on the way towards the oxocarbonium-like transition state, 
one of the proposed mechanisms involves protonation of the glycosidic oxygen, 
prior to the nucleophilic attack. Indeed, theoretical studies on model compounds 
have shown that interglycosidic oxygen protonation facilitates precisely the 
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Figure 8. Tr-NOE spectrum measured for the β-methyl glycoside of allolactose 
in the presence ofE. coli β-galactosidase. The different intensity of the key cross 
peaks for the Gal and Glc rings are evident. They indicate that the Gal moiety 

does not show a chair conformation.   
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flattening of the chair (77). Therefore, when ab initio calculations (at the 
B3LYP/6-31G* level) were carried out on the model compounds, but with 
protonation of either lone pair at the interglycosidic atom, the relative energy 
costs for deformation of the protonated models were significantly smaller than 
for 2-ethyl pyrane, for which no protonation is possible. Now, it was 1.5 
kcal/mol smaller than the energy required for rotating around Φ. In contrast, for 
the C- and S-glycosyl analogues, the required energies for flattening were higher 
than those mandatory for Φ-rotation. 

Figure 9. The required energies for rotating around F or for deforming the 
chair for O- (left), C-(middle), and S-glycosides (right). The green bar represents 
the required energy for rotation around Φ. The highest bars in all cases around 

5 kcal/mol represent the required energies for deformation of the chair to the 
observed bound conformation. Protonation of the exo-cyclic oxygen lone pairs 
(additional two bars at the right handside of the O- and S-glycosides) strongly 

decreases the required energy for chair deformation, especially for the O-
compound. 

(See page 2 in color insert in this chapter.) 

Therefore, at this level of theory, rotation around Φ is favored for C- and S-
glycosides, while deformation of the chair is favored for O-glycosides. These 
results agree with the N M R experimental observations, and permit to explain, on 
stereoelectronic grounds, the distinct experimentally observed conformational 
selection of O-, C-, and S-glycosyl compounds by E. coli β-galactosidase, which 
depend on the chemical nature of the observed molecule. 

Thus, for glycosides and glycomimetics, distortion takes place upon 
recognition by E. coli β-galactosidase. For C- and S-glycosides, with absent or 
reduced exo-anomeric effect, the distortion is easily accomplished by rotation 
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around Φ. However, for O-glycosides, with a strong exo-anomeric effect, and 
due to the higher stereoelectronic barrier for rotation around Φ, the energy 
required for such rotation is much higher than that necessary for the C- and S-
analogues. Therefore, the enzyme distorts the chair. Although the enzyme 
binding site has been designed to accomplish such a distortion, there is no need 
for that in the case of glycomimetics. In these cases, the less energy demanding 
rotation around Φ provides a similar geometry of the glycomimetics in the 
enzyme catalytic site. 

At this point, it seemed also relevant to study the associated energy for the 
complete interconversion pathway of oxane, the simplest pyranoid ring, as a 
previous step to analyze the energy requirements for deformation and inversion 
of carbohydrate six-membered rings (17). The theoretical calculations were 
performed at different levels of theory, namely, the MPWlK/6-311++G(2d,2p) 
level, using the modified Perdew-Wang 1 parameter functional (78), the 
B3LYP/6-311++G(2d,2p) level (79), the MP2/6-31G(d,p) level (80), and the 
Gaussian 2 Theory (G2,57). Since the two extreme chairs that are interconverted 
are isoenergetic, the representation of the process is fairly simple. There are only 
two transition states associated with the inversion, that have different energy, in 
contrast to cyclohexane, where there are six isoenergetic states. Depending on 
the level of theory, the chair is between 10.1 and 10.6 kcal/mol uijfler both 
transition states, in agreement with the experimental values of AG = 10.3 
kcal/mol a 212K (82). After these transition states, the boats can be reached, 
which are at 4.8 and 4.4 kcal/mol from the corresponding transition states, 
respectively. The corresponding process for thiane has also been evaluated, and 
shows strong similarities. Thus, on the potential energy surface of these 
compounds, there are two conformational processes that are independent, but 
somehow interconnected: the inversion process that allows the annular inversion 
and the low energy topoisomerization process, that allows conformational 
exchange between the skew boats. Although these energies are only 
approximated in relation to a galactose chair, they represent the first step 
towards the quantitation of the energy that a given enzyme has to provide for 
attaining deformation of the corresponding pyranoid ring. 

Conclusions 

The combination of N M R experimental data and theoretical calculations 
allow to understand and to establish on chemical grounds some of the 
geometrical and structural requirements for molecular recognition of 
carbohydrates by protein receptors. Further exploration of other systems are 
currently underway following similar approaches. 
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Abstract 

Crystallographic data on proteins are generally considered as 
definitive information on the structure. However, the problem 
remains that the defined structure is only valid for the 
crystallized protein, since crystal packing might favor distinct 
molecular arrangements. Also dynamic movements will be 
frozen at a certain position, and the often non-physiologic 
conditions used to induce/promote crystal growth may lead to 
favoring structures different from the population under 
physiological conditions. Thus it is helpful to team up 
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crystallography with other experimental approaches to monitor 
protein attributes in solution. For this purpose, we herein focus 
on a NMR-spectroscopical technique, i.e. the laser 
photochemically induced dynamic nuclear polarization 
(CIDNP) method. Its scope of application is to assess surface 
accessibilities of histidine (His), tyrosine (Tyr), and/ or 
tryptophan (Trp) residues in a protein. To illustrate the value 
of this technique, we demonstrate by CIDNP spectra of 
plant/animal lectins recorded in the absence and in the 
presence of their ligands, how to gain pertinent information 
about structural properties of the binding pocket in 
combination with modeling data. Next, glycoproteins are 
analyzed successfully with this method in order to delineate 
characteristic differences in the CIDNP spectra when the 
structure of the glycan chain is deliberately altered. Therefore, 
it is possible to address two major questions in glycosciences 
with the CIDNP method: the structural impact of a) 
oligosaccharide ligands in lectin-oligosaccharide complexes 
and b) covalently linked glycan chains present in 
glycoproteins. 

Introduction 

The concept of the sugar code provides the basis to assign functions to the 
glycan chains of cellular glycoconjugates (1-6). In the interplay with 
lectins they can act as sugar-encoded biochemical signals. For example, 
common substitutions as the bisecting GlcNAc residue have been 
delineated as modulators of lectin affinity, giving a functional meaning to 
substitutions by altering glycan structures (7-9). Basically, bisecting 
GlcNAc gives rise to a change in primary structure. On top of that there is 
a change in conformation and maybe in presentation of peripheral 
epitopes. Glycans also influence surface properties of the protein backbone 
to which they are attached. To gauge such an 
influence and later track down details, the precision of X-ray-derived 
spatial parameters of the protein in the crystal is exploited. 
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X-ray crystallographic data are used as starting structures of molecular 
dynamics (MD) - simulations. This process is especially helpful in the case 
of glycoproteins. Unfortunately, only a limited number of them could so 
far be crystallized including the glycan part. The inherent flexibility of 
glycans thus poses a problem that can be addressed by N M R spectroscopic 
methods in conjunction with molecular modeling (such as M D 
simulations). This approach is especially called for cases wherein the 
glycoprotein or the lectin-carbohydrate complex under study is beyond the 
current limitations for a complete N M R analysis (as is the case for the 
glycoprotein serum amyloid Ρ component (SAP), v. /.) or only distinct 
structural properties are of interest to be examined. With focus on surface 
properties of a protein where internal mobility of both protein- and glycan-
parts can well be of eminent physiological importance, using the laser 
photo CIDNP - technique has particular merit, because it enables to 
quantitate surface (dye - accessible) positioning of the CIDNP-sensitive 
amino acid residues. The generation of signals in this method depends on 
the surface accessibility of the ring systems of Tyr, Trp and His (10-19). 
The signals then are the experimental input to challenge modeling-derived 
predictions for structural aspects of a protein in solution. 

The technical side of laser photo CIDNP 

The laser light suited for laser photo CIDNP experiments is normally 
generated by a continuous-wave argon ion laser, which operates in the 
multi-line mode with principal emission wavelengths of 488.0 and 514.5 
nm, close to the edge of the 450 nm absorption band of the used dye. We 
routinely direct the laser light to the N M R tube by an optical fibre. 
Mechanical chopping controlled by the spectrometer will prevent heating 
of the lectin-containing solution, precluding denaturation of the protein. 
The CIDNP characteristic radical reaction is initiated by the flavin 
mononucleotide as laser-responsive dye. The irradiation leads to the 
generation of protein-dye radical pairs by the surface-exposed Tyr-, Trp-, 
and His-ring systens. Nuclear spin-polarization is achieved from back-
reactions of the radical pairs illustrated together with the N M R responses 
in Figures 1-3. 

  
  



T F + HO 

Figure 1. Cyclic reaction scheme for generation of laser photo CIDNP in 
tyrosine residues of a protein. The dye F (flavin) is irradiated by the light 
of an argon-ion laser and excited to the single state F, which converts 

Τ 
rapidly into the triplet state F. This compound reacts with tyrosine's 
aromatic ring by transfer of a Η-atom. The Η-atom is returned in a 

recombination process of the radical pair followed by a polarization of 
the tyrosine moiety at the marked (*) positions (11). 

Figure 2. Overview of the laser photo CIDNP-effects for the reactive 
amino acids His, Trp and Tyr (theoretically generated spectra). The 

multiplet structure is given schematically (11). 
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excitation 

radical pair diffusion 
and triplet to singlet 
transition 

product formation R*-R2 

recombination product 

energy levels of 
the nuclear spins 

R 1 + R 2 

RÎX+R2X 
'escape* product 

NMR spectrum 

Figure 3. Radical pair mechanism establishing laser photo CIDNP. 
The scheme visualizes the generation of laser photo CIDNP (11). 

Chemical shifts can be assessed relative to acetone (2.225 ppm) and HDO 
(4.76 ppm dependent on a defined temperature and pH/pD-value). In 
practice, two spectra are recorded in each laser photo CIDNP-experiment. 
The resulting light spectrum will be subtracted from the dark spectrum, 
thereby establishing the laser photo CIDNP difference spectrum only 
showing signals of polarized residues, as illustrated in Figure 2. This figure 
also presents the information on the involvement of protons in the dye-
reactive amino acid groups: the tyrosine-dependent laser photo CIDNP 
effect represents the spin-density distribution of the intermediate phenoxy 
radical with strong negative signals of the 3, 5 protons and less intense 
positive signals for the 2, 6 protons. The CIDNP signals of tryptophan are 
generated by an intermediate radical with strong spin density at the 2, 4 
and 6 protons, which invariably yield positive CIDNP signals, and the 
CIDNP responses of protons 2 and 4 of histidine occur as positive singlets 
(Figure 2). For further methodological details see the 
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references given above. We next turn to outline examples for practical 
application of this technique to answer questions in structural glycomics. 

Applying the Laser Photo CIDNP Technique as Control 
for Computational Data 

The development of algorithms to run homology-based modeling and the 
ease to implement such methods require techniques to validate 
computational results. Notably, the success of knowledge-based homology 
modeling is critically dependent on the predictive potency of the structure-
based calculations, which attempt to translate homologous sequences into 
three-dimensional structures, as well as on the actual relevance of the 
crystal structure for the protein topology in solution. We illustrate an 
example for application of laser photo CIDNP using the crystal structure 
of the sialidase of Salmonella typhimurium as basis for model building of 
the homologue from Clostridium perfringens to derive a set of energy-
minimized conformers (14). As parameter to be experimentally tested we 
calculate the surface presentations of Tyr, Trp and His residues. Tyr-
residues occur especially abundantly on the surfaces of this enzyme, as 
shown in Figure 4. 

Therefore, we put our data set obtained by in silico work to the 
experimental test. Although the number of reactive residues is in this case 
too large for an unequivocal assignment of individual residues to signals, 
the size and shape of the signals in the spectrum of Clostridium 
perfringens sialidase are in full agreement with their model-derived 
expectation. Next, we looked at single-site mutants of the enzyme. It was 
found that the effect of Tyr/Phe- and Cys/Ser-mutations on the surface 
accessibility of the CIDNP-reactive amino acid side chains in mutant 
forms of this sialidase are detectable by laser photo CIDNP methods (14). 
Thus, the effect of apparently rather conservative amino acids substitutions 
on a distinct conformational aspect of this protein even at distant sites 
should not be underestimated, as also documented for a plant lectin (20). 
These proteins home in on distinct carbohydrate epitopes to translate the 
message of the glycan code into cellular responses so that it is pertinent to 
document examples of respective applications (6, 21-24). Of note, these 
lectins are thus instrumental to map the glycomic profile of cells with 
functional relevance (24-27). 
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Figure 4. X-Ray structure of the sialidase of Salmonella typhimurium. 
Tyr.-residues at the surface are highlighted by the van der Waals 

representation. (See color page 1 in chapter 5.) 

  
  



88 

Applying the laser photo CIDNP technique in lectinology 

Lectins from bacteria, plants and animals including mammals have been 
shown to harbor Tyr, Trp or His residues as essential parts of the 
carbohydrate-binding site, herein forming hydrophobic / CH-π electron 
contacts with their ligands in the binding pocket (28-31). As pointed out 
above the areas of surface accessibility for the laser photo CIDNP reactive 
Tyr, Trp and His residues can be calculated from energy-minimum 
conformations, as obtained by M D simulations of the lectin structure. The 
initial (start-) structures can routinely be obtained from the Brookhaven 
Protein Data Bank http://www.rcsb.org. Because area values above 60 
are generally assumed to be required for generation of a signal for Trp or 
Tyr, respective responses will be expected in the spectrum. We have 
performed these calculations for a member of the growth/ adhesion -
regulatory family of the galectins, /". e. galectin-1, which acts as negative 
growth regulator on activated T-cells or neuroblastoma cells and as 
promotor of tissue invasion in glioblastoma (32-35). As compiled in 
Tables 1-3, the Trp indolyl ring is of special relevance, as it constitutes a 
key feature of the interaction site of galectins. 

We looked, at the pH-dependence of the laser CIDNP-effect of Trp, Tyr 
and His. Because the distribution of CIDNP-inert (ligand residues) to 
CIDNP-sensitive (receptor) amino acids was favourable, we proceed to run 
the experiments to set CIDNP data in relation to results of modeling. Since 
the Trp68 residue contacts the B-face of the galactose unit by C-Η/π-
interaction, we also could predict dependence of the signal by presence of 
the ligand. In addition to lactose we tested a complex (natural) ligand, /. e. 
the pentasaccharide of ganglioside G M i . This interaction on 
neuroblastoma cell surface is the antiproliverative trigger (32). In line with 
the topology of the binding site, we indeed detected predicted signals and 
their alterations (Figure 5a, b, c).   
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Table 1. Areas of surface accessibility (SA) of laser photo CIDNP-
reactive amino acid residues based on the X-ray structure of galectin-
1 from bovine spleen (75) (monomer A , monomer B): a. without ligand 

and b. in the presence of the ligand 

a. 
SA [A 2 ] SA [A 2 ] 

A Β 
His 45 30.4 31.8 
His 53 90.4 104.3 
Trp 69 97.3 99.4 

Tyr104 69.4 25.3* 
Tyr 119 36.1 34.4 

b. 
SA [A 2 ] SA [A 2 ] 

A Β 
His 45 15.6 6.7 
His 53 92.2 91.8 
Trp 69 71.6 73.0 

Tyr 104 69.4 25.3* 
Tyr 119 36.1 34.4 

Dot density : 1 ; test sphere radius : 1.5 A ; gap in the structural data of the side 
chain of this residue (75) 

  
  



90 

ι ι I t I I "I t I i ι I i ι » r 

Fzgwre 5. laser photo-CIDNP difference spectra of human galectin-1 
(aromatic part) in (a) the absence of a carbohydrate ligand showing the 
extent of dye accessibility of the indolyl ring ofTrp68 side chain in the 

carbohydrate-binding site without ligand and (b) in the presence of 5 mM 
lactose to determine the effect of ligand binding on dye access to Trp68. 

(c) Incubation of the lectin with ganglioside GM] presented in mixed 
micelles with dodecyl-phosphocholine illustrates the marked occupation 
of the binding site by this interaction, (d) Monomer of human galectin-. 
(e) Monomer of human galectin-1 in the presence of the pentasaccharide 

chain of ganglioside GM]. 

  
  



Figure J . Continued (See color page 2 in chapter 
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Table 2. Areas of surface accessibility (SA) of laser photo C IDNP-
reactive amino acid residues based on the X-ray structure of galectin-
1 from bovine heart (76) (monomer A, monomer B): a. without ligand 

and b. in the presence of the ligand 

SA [ A 2 ] SA [ A 2 ] SA [ A 2 ] SA [ A 2 ] SA [ A 2 ] SA [ A 2 ] 

A l B l A 2 c 2 
A 3 B 3 

His 45 35.3 32.0 32.2 26.1 23.1 29.4 
His 53 85.0 92.0 96.7 102.2 98.3 84.1 
Trp 69 99.6 96.0 105.4 100.7 108.1 102.1 

Tyr104 67.7 80.2 57.8 80.5 90.5 85.8 
Tyr119 48.8 45.1 34.2 37.8 44.7 49.9 

SA [ A 2 ] SA [ A 2 ] SA [ A 2 ] SA [A 2 ] SA [ A 2 ] SA [ A 2 ] 

A l B l A 2 c 2 
A 3 B 3 

His 45 13.3 32.0 11.1 11.7 6.9 12.8 
His 53 69.2 92.0 78.4 90.9 72.0 67.2 
Trp 69 81.7 96.0 82.0 90.2 96.0 79.5 

Tyr 104 67.7 80.2 57.8 80.5 90.5 85.8 
Tyr 119 48.8 45.1 34.2 37.8 44.7 35.6 

Dot density : 1; test sphere radius : 1.5 A; the galectin has been crystallized 
and complexed with the ligand in three different crystal forms (hexagonal, 
trigonal, monoclinic): A\B\, A2B2C2D2, A3B3C3D3 (76) 
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Table 3. Molecular modeling-derived areas of surface accessibility 
(SA) of laser photo CIDNP-reactive amino acid residues of galectin-1 

from human lung obtained from two different molecular dynamics 
procedures: (MD1 - tethered, no minimization; MD2 - relaxed, no 

minimization) 

SA [A 2 ] 

MD1 

SD SA [A 2 ] 

MD2 

SD 

His 45 26.4 5.3 33.4 9.8 
His 53 113.4 6.8 130.4 10.9 
Trp 69 109.5 9.6 112.4 15.1 
Tyr 104 77.2 10.9 83.2 4.8 
Tyr 119 51.0 5.1 46.1 8.3 

Dot density : 1; test sphere radius : 1.5 A; 
SD = standard deviation 
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The intense and sharp proton signals of Trp68, the only Trp present in 
galectin-l's sequence, in ligand-free galectin-1 arising from the free access 
of dye to this site, were markedly reduced in intensity in the presence of a 
specific ligand. Monitoring Trp signals when galectin-1 interacted with 
ganglioside GM rcontaining micelles produced definitive evidence for a 
physical interaction between the surface-presented pentasaccharide and 
galectin-1 (Figure 5d, e). 

Furthermore, the rather similar alterations of signals by lactose and the 
more complex natural ligand indicated that the relative positioning of a 
galactose residue in the binding site, the key factor for the extent of dye 
access to Trp68, was not drastically altered. The CH-π stacking between 
the B-face of the hexopyranose ring of galactose and the indole of Trp68, 
characteristic for any galectin studied so far, appeared to be preserved in 
other cases too (not shown). 

For the natural ligand detailed docking into the binding site was fully in 
agreement with the experimental data, highlighting the potential of this 
approach to control the reliability of the computational data (20, 36). The 
suitability of this method in detecting the proximity of a ligand to sensitive 
aromatic side chains has also been validated for hevein-domain-containing 
plant agglutinins (37). To refine the description of the binding site, close 
contacts to the protein can be exploited by saturation transfer difference or 
transferred nuclear Overhauser enhancement spectroscopy, as illustrated 
for the analysis of the positioning of the pentasaccharide into the binding 
site of human galectin-1 (36). The recruitment of hydroxyl groups as 
topological sensors deserve attention, because lectins can maintain their 
activity in the presence of aprotic solvents (38-40). Equally important, the 
monitoring of surface presentations of certain amino acids is also a 
sensitive tool to detect ligand-induced conformational changes. Galectin-1 
is subject to such a change (20), later further analyzed by small angle 
neutron scattering (41). This phenomenon, to be reckoned with when 
considering crystallographic data, was also observed in another case in our 
studies: Urtica dioica agglutinin (UDA) from the stinging nettle which is a 
member of the chitin-binding family of plant lectins was subject to this 
alteration (37). It contains a His-residue instead of a Trp-residue in one of 
its two binding pockets (Figure 6). 
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Figure 6. Model of the stinging nettle agglutinin (Urtica dioica agglutinin 
- UDA). The two binding sites are occupied by the potent ligand Ν,Ν',Ν"-

triacetylchitotriose. (See color page 3 in chapter 5.) 

U D A consists of two hevein-like domains and has a single chain of 89 
amino acids, comprising two binding sites with different affinities for 
oligomers of N-acetylglucosamine (GlcNAc). Besides its putative role in 
defense mechanisms in the plant (24), it is interesting to note that it acts as 
superantigen (42). Positional alignment of the U D A structure with other 
hevein-like lectins reveals that Trp21, Trp23 and Tyr30 as well as His67, 
Trp69 and Tyr76 are the functional aromatic amino acids in the binding 
pocket. Trp 16, Trp40, His47 and Tyr84 are other CIDNP-reactive amino 
acid residues of U D A , which are located in exposed surface regions other 
than the GlcNAc-binding sites. Laser photo CIDNP spectra of hevein-, 
pseudohevein-GlcNAc complexes and the complex with GlcNAc 
containing a domain of wheat germ agglutinin confirm the expectation of 
a reduced signal intensity in relation to the CIDNP spectra of ligand-free 
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protein (37). In contrast, the laser photo CIDNP spectrum of U D A with its 
two overlapping Tyr signals is not strongly affected by ligand addition 
(37). This result is interpreted as evidence for a reduced extent of shielding 
of the binding-site residues of U D A by GlcNAc-oligomers in comparison 
to that observed for the three hevein-domain monomers (37). 

Applying the Laser photo CIDNP Technique in Structural 
Glycoproteomics 

Serum amyloid Ρ component (SAP): As part of the systemic reaction to 
inflammation, significant changes in the synthetic output of the liver, 
termed the acute-phase response, result in a dramatical alteration of plasma 
concentrations of particular proteins. These proteins are termed APRs 
(acute-phase reactants) and in mammals include serum amyloid A protein, 
CRP (C-reactive protein) and SAP (serum amyloid Ρ component). CRP is 
the major A P R in humans, whereas SAP, which is the major A P R in mice, 
shows only a slight increase in its plasma level. SAP is, however, generally 
associated with amyloid deposits. Both CRP and SAP are principal 
members of the pentraxin family of proteins, which are characterized by a 
planar disc arrangement of five non-covalently associated subunits. The 
physiological functions of these pentraxins involve Ca2+-dependent ligand 
binding, and SAP has been shown to bind chromatin and D N A of 
apoptotic and necrotic cells, inhibiting the formation of antibodies against 
chromatin fragments, thus preventing antinuclear autoimmunity. Besides 
acting as scavenger, SAP also binds to bacteria, resulting in a strong anti-
opsonic effect, which thereby results in enhanced virulence of the 
infectious agent (43-45). Structurally, the pentraxin SAP is arranged in 
crystals as a planar, non-covalently linked face-to-face dimer of two disc
shaped pentamers, constituting a decameric complex (49). Further details 
concerning SAP's protein and glycan parts have been described (49-52). 
The X-ray structure of SAP provides information about the protein part 
only (Figure 7). 

The invariant complex-type diantennary glycan of each monomer at 
Asn32, located on a β-strand under the single α-helix on the protomer 
surface opposite of the C a 2 + - and ligand-binding sites (51) is not be 
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Figure 7. X-Ray structure of the pentameric serum amyloid Ρ component 
(See color page 3 in chapter 5.) 

described by the X-ray crystallographic data. For this reason we initiated a 
modeling study on the glycan's structure. To answer the question whether 
removal of the two sialic acid moieties from the single AMinked saccharide 
chain per protomer may cause a change in surface exposure of aromatic 
amino acids, laser photo CIDNP monitoring can - again - prove its 
suitability. 

Due to its molecular weight the proton signals of the protein part of SAP 
are not resolved. However, it was possible to assign distinct CIDNP-
signals due to their alteration after addition of sialidase (53). For ensuing 
analysis the glycan chain was completely removed with peptide-N4-(7V-
acetyl-P-glucosaminyl)asparagine amidase F (PNGase-F) from 
Flavobacterium meningosepticum (EC 3.5.1.52), (Figure 8). 
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Figure 8. Analysis of molecular mass of SAP which had been 
enzymatically degly cosylated and subjected to mock treatment as control 

to assess extent of deglycosylation and the resulting shift in molecular 
mass. 

As demonstrated in Figure 9a, b, the increase in intensity of the Tyr-
CIDNP signals moving from the sialylated to desialylated form is already 
remarkable. An additional increase in Tyr-CIDNP signal intensity is 
observed, when comparing the desialylated with the completely 
deglycosylated form (Figure 9c). 

In combination with molecular modeling data these laser photo CIDNP-
derived results can structurally be interpreted as follows: a Tyr-CIDNP 
signal is already picked up, when analyzing the naturally, fully sialylated 
SAP. On removal of sialic acid residues, the surface accessibility of at 
least one Tyr residue is increased as a consequence. This is also the case, 
when the N-glycans are completely removed. A series of M D simulations 
on glycosylated, desialylated and deglycosylated SAP focused on dimers 
support the data of laser photo CIDNP experiments. The most suitable 
models for in silico work consist of a dimeric part from the pentameric 
SAP in which only one monomer bears a carbohydrate chain. In the case of 
the naturally glycosylated and the desialylated forms the carbohydrate 
chain is attached to Asn32 of only one monomer (Figure 10a). In this case 
the interaction of the glycan at monomer A with the surface of monomer Β 
can be studied in an optimal way. The M D simulations were carried out in 
explicit water (Figure 10b). 

  
  



Figure 9. Aromatic parts of laser photo CIDNP-difference spectra of (a) 
natural SAP, (b) its desialylated and (c) its deglycosylated form. 
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Figure 10. Illustration of the structure of a dimer from pentameric SAP 
(a) including the N-glycan at one subunit and (b) surrounding water 

molecules. (See color page 4 in chapter 5.) 

Candidates for being responsible for the results measured in the CIDNP 
experiments are Tyr 190 and Tyr 195 (see also Table 4), because the 
terminus of the flexible carbohydrate chain comes rather close to this part 
of the protein (Figure 1 la, b, c, d). 
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Table 4. Surface accessibility values for laser photo CIDNP-reactive 
of an SAP units obtained from the X-ray structure of the SAP 

pentamer (ABCDE) (49). Surface accessibility values which differ due 
to their position at a monomer-monomer interface are underlined. 

Amino acid SA ΓA21 in A SA [A 2] in A B SA [A 2] in A E 
His 1 118.4 118.4 118.4 

His 78 70.3 70.3 70.3 
Trp 108 57.4 57.4 51.1 
Trp 203 43.3 30.8 43.3 
Tyr 40 70.9 22.9 70.9 

Tyr 123 43.8 43.8 43.8 
Tyr 140 85.2 85.2 85.2 
Tyr 173 63.3 63.3 63.3 
Tyr190 56.5 56.5 56.5 
Tyr195 83.9 47.4 83.9 

Dot density : 1; test sphere radius : 1.5 A; SD = standard deviation 
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Figure 11. Illustration of the structure of a dimer from pentameric SAP (a) 
including the unmodified glycan at one subunit (b) with emphasis on the 
contact region (c) including the desialylated Ν-glycan of one subunit and 

(d) with emphasis on the contact region of this form. 
(See color page 5 in chapter 5.) 

  
  



Figure 11. Continued. (See color page 6 in chapter 
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Thus, inherent flexibility of the N-glycan antennae leads to contacts to the 
protein at sites distant to the actual attachment position. The sialic acid 
may be attracted to this part of the surface due to the presence of the 
positively charged side chain of Argl93. The drastic effect after sialic acid 
removal argues in favor of a structural alteration, into the direction of an 
increase of in size. Indeed, the calculated surface accessibilities 
(using the Accessible Molecular Surface program 
http://swift.cmbi.kun.nl/WIWWWI/ show an increase of the value 
describing the average surface accessibilities of Tyrl90 and Tyrl95 when 
comparing the MD-derived data of simulations carried out for the SAP 
dimer with an intact carbohydrate chain at one monomer vs. the 
desialylated carbohydrate chain at one monomer. In detail, with focus on 
Tyr190/195 yielded an increase in surface accessibility of 79 % and 71 %, 
respectively. For the complete set of the twelve Tyr-residues an average 
increase of 27 % concerning their average surface accessibility values is 
calculated when no sialic acid is present in the N-glycan. We can thus 
conclude that already desialylation notably affects glycan-protein 
backbone interactions, with the interplay between computational and 
experimental work providing detailed insights. As second example, we 
scrutinize structural aspects of another clinically relevant glycoprotein. 

Human chorionic gonadotropin (hCG): The physiological functions of 
this placental glycoprotein hormone have been described (54-61). Human 
chorionic gonadotropin (hCG) is a heterodimer consisting of two non-
covalently associated, glycosylated subunits, i. e. a (ochCG) and β (phCG). 
The cc-subunit consists of 92 amino acids and is N-glycosylated at Asn52 
and Asn78. Both subunits of hCG contain a cystine knot motif formed by 
three disulfide bridges as a central structural element (57, 58). In the a-
subunit of hCG, the two glycosylation sites at Asn52 and Asn78, 
respectively, have remarkably different properties with respect to the 
stability of the subunit, as shown by glyco-engineering site-directed 
mutagenesis (62). The absence of glycosylation at Asn52 by delineating its 
sequon did not affect folding and stability of the ct-subunit. In contrast, 
mutant ot-subunits lacking glycosylation at Asn78 are poorly secreted and 
rapidly degraded, although the precise molecular origin of this instability is 
unknown. Structural aspects concerning the glycan chains of the oc-subunit 
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of hCG and their potential conformational impact on the protein part of 
this hormone have been discussed (63-66). In order to gain further insight 
into the effects originating from glycosylation in solution, laser photo 
CIDNP experiments were also carried out. We asked the question as to 
whether there are any detectable alterations in surface accessibility of 
distinct amino acid residues in the glycoprotein hormone in the absence 
and in the presence of its glycan chain. The laser photo CIDNP-sensitive 
amino acid residue Tyr proved to be a sensitive sensor when comparing 
the spectra of glycosylated with those of the deglycosylated variant of the 
isolated cc-subunit of hCG. However, results are not as unequivocal as 
those for SAP. A Tyr-CIDNP signal is detectable for the fully 
deglycosylated form (Figure 12a) and with comparable size also for the 
glycosylated form. 

The structures presented in Figure 12b give an answer to the question why 
the laser photo CIDNP results for cxhCG cannot be as definite as those for 
SAP, which is significantly larger than the glycoprotein hormone. Due to 
the higher degree of flexibility and conformational freedom - as revealed 
by NMR-supported M D simulations - the surface accessibility values of 
Tyr residues of ochCG and its overall degree of compactness is not so 
strongly influenced by the presence or the absence of the carbohydrate 
chain as is the case for SAP. These data thus delineate properties of the 
system under investigation, which have a marked influence on the quality 
of the results. 

Conclusions 

The suitability of the laser photo CIDNP technique in glycosciences has 
been documented by a number of examples starting with lectin aspects 
(binding-site topology as well as ligand-dependent changes in 
conformation) and extending to intramolecular contacts of the glycan with 
the protein part's surface. It provides information salient for the 
interpretation of the conformational analysis of oligosaccharides (6, 67-
70), because description of both parts (ligand conformation and the 

  
  



Figure 12. (a) Laser photo CIDNP spectra of deglycosylated ahCG: dark 
spectrum, light spectrum and difference CIDNP spectrum of 

deglycosylated ahCG. 

  
  



Figure 12. (a) Continued. 
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Figure 12. (b) Energy minimum conformations of ahCG glycosylated at 
Asn78 - (pdb-entry: 1HD4). The CIDNP-relevant Tyr-residue (Tyr65) is 

highlighted by its van der Waals representation. 
(See color page 7 in chapter 5.) 
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architecture of the receptor's binding pocket) are essential to structurally 
understand the interplay of glycans with plant/ animal lectins even with 
perspective for drug design (36, 71, 72). As described in this chapter, laser 
photo CIDNP experiments provide information on the extent of surface 
accessibility of Tyr, Trp and His residues of lectins and other 
carbohydrate-binding proteins such as enzymes (e. g. sialidases). Since 
these three CIDNP sensitive amino residues are very often located in the 
binding pocket of a lectin, it is possible to precisely and conveniently 
monitor ligand binding by reduction of the corresponding CIDNP signal, 
as demonstrated for plant lectins such as hevein-like lectins and human β-
galactoside-binding lectins. The obtained results are in line with detailed 
structural analysis by N M R spectroscopy for the hevein family (73, 74) or 
crystallography - including modeling - with mammalian galectin-1 (75-78). 
Furthermore, it is also technically feasible and informative to study the 
contact of a carbohydrate chain or even parts of such an oligosaccharide 
chain to the protein part by the laser photo CIDNP technique. The 
discussed laser photo CIDNP data obtained for the glycoproteins SAP and 
hCG with an intact, truncated or completely deleted carbohydrate part are 
illustrative examples to underline this point. As pointed out, the obtained 
data are a useful quality control for data sets obtained by molecular 
modeling. We exemplify the value of combined analysis in the case study 
SAP. When comparing SAP with an intact and SAP with a partially or 
fully truncated oligosaccharide chain using distinct surface-exposed Tyr 
residues as sensors, significant changes of the signal intensity of the Tyr 
CIDNP signal were detectable. The increase of the signal intensity of the 
Tyr signal after cleavage of the sialic acid or the complete carbohydrate 
chain combined with the computational data indicated that the density of 
the protein surface structure is likely reduced. With the examples 
illustrated herein, is thus justified to count laser photo CIDNP analysis as a 
useful tool in structural glycosciences. 
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Chapter 6 

Hydroxy Protons in Structural Studies 
of Carbohydrates by NMR Spectroscopy 

Corine Sandström and Lennart Kenne 

Department of Chemistry, Swedish University of Agricultural Sciences, 
P.O. Box 7015, SE-750 07 Uppsala, Sweden 

The use of hydroxy protons in conformation, structure and 
interaction studies of carbohydrates in aqueous solution by 
N M R spectroscopy has increased in importance. In this paper 
we present the experimental conditions that make it possible to 
obtain 1H N M R spectra of hydroxy protons of samples in 
aqueous solutions and procedures for assignments of these 
signals. The most important N M R parameters obtained for the 
hydroxy protons are chemical shifts, vicinal coupling constants 
( 3JH C , O H), temperature coefficients and exchange rates. These 
parameters give information on hydrogen bond interactions and 
hydration. Interresidue NOEs and chemical exchanges observed 
by N O E S Y and ROESY experiments increase the number of 
distance restraints used in conformational analysis. 
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Introduction 

Oligosaccharide chains, free or chemically bound in glycoconjugates, are 
known to mediate cell-cell recognition, including the infection of cells by 
bacteria and viruses, moderate the behavior of enzymes and other proteins, and 
fulfill various functions in the immune response. The recognition of 
carbohydrates is also important for carbohydrate metabolism and for their 
transport across cell membranes. They can function in plants as molecular 
signals involved in the regulation of growth, development and defence. 
Understanding the conformational properties of carbohydrates is essential for 
elucidation of their mechanisms of action, and this may aid in the design of 
carbohydrate-based vaccines, antiviral drugs and other therapeutic agents but 
also in the production of tailor made polysaccharide materials with improved 
functions. 

For these reasons, a significant amount of research is devoted to studies of 
the three-dimensional structures and dynamics of oligosaccharides and 
polysaccharides. However, unlike proteins and nucleic acids, in solution oligo-
and polysaccharides do not contain secondary structural motifs or well-organized 
tertiary structures. Instead oligosaccharides often exist as an ensemble of 
multiple conformational families, and the structural characterization of 
carbohydrates in aqueous solution is thus challenging. The number of 
conformational restraints provided by ! H homonuclear NOEs and ! H - 1 3 C spin-
coupling constants is usually insufficient to define the preferred conformations 
around the glycosidic linkage. Isotope labeling of the oligosaccharide with 1 3 C 
enables the observation of additional conformational parameters across the 
glycosidic linkage, such as heteronuclear ! H - 1 3 C NOEs (1) and homonuclear 1 3 C -
1 3 C spin-spin coupling constants (2). Recently it was shown that residual long-
range dipolar couplings can give long-range structural information and be used 
to characterize amplitudes of motion (3). 

Another factor that has to be taken into account in studies of carbohydrates 
is that the structure and dynamics of carbohydrates are significantly influenced 
by localized interactions with surrounding water molecules. The majority of the 
hydrogen-bonding interactions with water occur through hydroxyl groups and 
carbohydrates affect the surrounding water structure. In return, the water affects 
the structure of the carbohydrate molecules. However, due to a lack of 
experimental methods to study these interactions at the molecular level, the 
understanding of the hydration of carbohydrates remains fragmentary. 

A mean of increasing the number of conformational constraints and of 
gaining information on the hydration of carbohydrates is to use the hydroxy 
protons. Their observation by N M R offers several important features for the 
study of carbohydrates in aqueous solution: (/) hydroxy protons are abundant; 
(//) their signals have a relatively large dispersion of chemical shifts and appear 
in a well-isolated region in the N M R spectrum downfield from the aliphatic 
protons; (Hi) they have several N M R parameters that are sensitive to the 
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conformation. Basically, five N M R parameters can be obtained from the 
detection of the hydroxy protons: The chemical shifts of the O H proton signals 
(δ), the vicinal coupling constants (VH)OH)> ^ e temperature coefficients (d5/dT) 
obtained from the variation of chemical shifts with temperature, the rate of 
exchange with water (k^), and NOEs and chemical exchanges. From these N M R 
parameters, additional structural information in terms of hydrogen bonding, 
distances and hydration can be obtained. Because of rapid exchange between 
protons of hydroxyl groups and protons of water, the use of hydroxy protons for 
structural studies in aqueous solution by N M R has in the past presented 
experimental challenges. To our knowledge, the first observation by N M R of 
hydroxy proton signals of a carbohydrate was reported in 1976 (4). 

In this chapter, we will first describe the experimental conditions allowing 
observation and assignment of hydroxy proton signals. The use of hydroxy 
protons for conformational and hydration studies of free carbohydrates with a 
special emphasis on the chemical shifts will be discussed. Finally, the use of 
hydroxy protons to study the formation of inclusion complexes of cyclodextrins 
and carbohydrate-protein interactions will be presented. 

Experimental conditions 

A careful sample preparation is usually required to allow the observation of 
hydroxy protons of carbohydrates in water solution by ! H N M R spectroscopy. 
Typically, it is necessary to adjust the pH to 6-7 and remove all traces of metal 
ions that could accelerate the exchange of hydroxy protons with water. For this 
reason the compounds are passed through an Amberlite MB-3 mixed ion-
exchange resin. The pH is carefully adjusted by addition of minute amount of 
concentrated HC1 or NaOH but also buffered solutions are used. To minimize 
release of impurities from glassware the N M R sample tubes are soaked for more 
than 1 h in a 50 m M phosphate buffer (pH 7) (5). Lowering the sample 
temperature below 0 °C can further reduce the rate of exchange. Sub-zero sample 
temperatures of aqueous samples have been achieved by using supercooling (6) 
or highly concentrated solutions (7). The most common strategy to avoid 
freezing of the sample, however, is to add 10-15% of an organic solvent such as 
acetone or methanol. This mixture permits lowering the temperature to around -
15 °C without freezing. 

The huge water peak can be efficiently suppressed with pulse sequences 
such as Watergate (8,9) that is easily implemented in 2D N M R experiments. 

Acetone-</6 is a relatively weak hydrogen bond acceptor (10). A study on the 
effect of stereochemistry on hydroxy proton chemical shifts of simple 
carbohydrates revealed that the chemical shifts of hydroxy proton signals were 
relatively insensitive to sample conditions, such as pH and concentration of 
acetone in water (11). Another study on hydrogen bonding in dicarboxylic acids 
showed that even in 90% (CD 3 ) 2 CO/10% H 2 0 the water amount was sufficient to 
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allow full solvation of the intramolecularly hydrogen bonded species (12). In β-
cyclodextrin, both the chemical shifts of the hydroxy proton signals and the 
observed coupling constants were the same in 95% H 2 0/5% D 2 0 and in 85% 
H 2 0/15% (CD 3 ) 2 CO (13). These studies indicate that acetone has no significant 
effects on the hydroxy protons. 

Assignments 

The first step in studies of hydroxy protons by N M R spectroscopy involves 
the assignment of the hydroxy proton resonances. It can be done on the basis of 
scalar connectivities to the aliphatic protons by two-dimensional chemical shift 
correlation experiments such as COSY and TOCSY. In case of severe spectral 
overlap in the *H N M R spectra, two-dimensional heteronuclear chemical shift 
correlation experiments such as *H- 1 3C H M B C can be used. 

As the hydroxy protons resonate in a well-isolated region (δ 5-7.5 ppm) 
their signals can aid in the assignment of ring proton signals. For example, the 
assignment of the six glucose proton resonances in mono-a/frO-p-cyclodextrin 
was greatly facilitated from the observation of the hydroxy proton signals (14). 
The six proton spin systems could be identified in the TOCSY spectrum starting 
from the chemical shift of the 0(2)H signals (Fig. 1). 

6.6 6.4 6.2 6.0 

Figure L Hydroxy proton region of 2D TOCSY (left) and DQF-COSY (right) 
spectra of mono-altro-P-cyclodextrin. The assignment of the spin system of one 

residue is indicated by lines. 
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Hydroxy protons have also been used to determine the glycosyl linkage 
positions in oligosaccharides (15). The method is based on the absence of a 
hydroxyl group on the carbon atom that participates in the glycosidic linkage. 

In cases of rapid chemical exchange, where the resonances of solvent-
exchangeable protons cannot be distinguished from the solvent resonance, the 
water stripe in the G dimension of a TOCSY spectrum has been used to identify 
the chemical shifts of protons that are scalar coupled to these exchangeable 
protons (16). 

Hydroxy protons in conformational analysis 

Hydrogen bond interaction 

It is often believed that hydrogen bonds usually do not persist in aqueous 
solution, due to the dominating solvation of the hydroxy protons with the solvent 
water molecules (17). When a hydrogen bond exists in aqueous solution, it 
would only reflect the presence of a stable conformation, in which the hydroxyl 
groups are located by chance within hydrogen-bonding distance. It is, however, 
also possible that hydrogen bonds play a deciding role in the selection between 
two or more conformations of otherwise similar energies (18). 

Protons involved in hydrogen bonds are deshielded and the magnitude of the 
deshielding is dependent on the strength of the hydrogen bond (19). There are 
however only few reports on persistence of strong intramolecular hydrogen 
bonds in aqueous solution evidenced by a downfield shift and these are mainly 
for aromatic compounds (20). To our knowledge, the only example of large 
downfield shift (1 ppm) of hydroxy protons measured in aqueous solution of 
carbohydrate related compounds is for the intramoleular hydrogen-bonding 
between hydroxyl and phosphate groups in jwyo-inositol compounds (21). Thus, 
the chemical shifts of hydroxy protons have so far played little role in 
conformational studies of carbohydrates by N M R and instead coupling 
constants, temperature coefficients, exchange rates and deuterium-induced 
differential isotope shift (22) have been used to detect the existence of hydrogen 
bonding in aqueous solution of carbohydrates. 

According to the Karplus equation derived for hydroxy protons (23), vicinal 
coupling of the order of 5.5 ± 0.5 Hz indicates conformational averaging with 
free rotation of the hydroxyl group around the C-0 bond. A hydrogen bond that 
enforces some particular angle could be reflected in a deviation of the coupling 
constant for that hydroxy proton from the rotationally averaged value. The 
chemical shifts of hydroxy protons that are hydrogen bonded to the solvent have 
marked temperature dependence due to changes in mobility of the solvent 
molecules. The chemical shifts of the resonances of hydrogen-bonded hydroxyl 
groups are less affected by temperature, due to the decreased interaction with 
solvent. Thus, temperature coefficients of <3 ppb/°C have been measured for 
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intramolecularly hydrogen-bonded protons (24). Protons engaged in strong 
intramolecular hydrogen bonds should also exchange more slowly with the 
solvent. Solvent accessibility could be reduced by participation in a hydrogen 
bond, but other causes are also possible (25). Exchange rates are very sensitive 
to pH, solvent composition and catalysis by small traces of impurities, and 
comparison between different compounds should be avoided. It has also been 
suggested that the existence of chemical exchange between hydroxyl groups may 
be an important parameter in probing weaker, transient hydrogen bonds in 
aqueous solution (26). Thus, i f a hydroxy proton is involved in hydrogen 
bonding, it should have at least one N M R parameter that differs from that of the 
other hydroxy protons (27- 33). In a-D-Galp-(l-»4)-P-D-Galp, an efficient 
inhibitor of the bacterial pilus adhesin PapG J 9 6 , the presence of a transient 
hydrogen bond between 0(2')H and 0(6)H was evidenced from the existence of 
a chemical exchange between the two hydroxy protons together with the large 
3«/cH,oH-value of 9.1 Hz measured for 0(2')H (34). The average values of 
coupling constants and the absence of chemical exchange cross peaks indicated 
that the hydrogen bond did not exist in the S-linked 4-thiodisaccharide analogue. 
This compound was also a much less efficient inhibitor. 

As the anomeric configuration of the reducing end of an oligosaccharide 
usually has a negligible influence on the conformation, the signals from the 
protons of the non-reducing unit have similar chemical shifts for both the a- and 
β-form and only those from the reducing unit are different. However, while 12 
hydroxy proton signals were expected for maltose, the DQF-COSY spectrum 
(Figure 2) showed the presence of 13 hydroxy proton signals (13). Two 0(2')H 
signals with different V-values (8 Hz in α and 6.6 Hz in β) were observed. An 
exchange cross peak was observed in the ROESY spectrum between the 0(3)H 
and 0(2')H signals of β-maltose but not of α-maltose. This result demonstrates 
the influence of the anomeric configuration on the interresidual 0(2')H-0(3)H 
interaction. 

The 0(2')H of the 3-linked sugar in the 3,4-di-O-glycopyranosyl-substituted 
methyl oc-D-galactopyranosides 1-3 (Figure 3) had N M R parameters indicating 
the participation in persistent hydrogen bond interactions (35). While most 
hydroxy protons had 3JH,oH-values of 5.5 ± 0.5 Hz, representing rotational 
averaging, the 0(2')H in 1, 2 and 3 had J-values indicating restricted rotation. In 
1, the large VH,OH °f 10-5 Hz showed that the 0(2')H proton adopted a trans 
conformation with respect to C(2')H. In 2 and 3, the small VH,OH of 1.8 and 3 Hz 
indicated a preferred syn orientation. The 0(2')H had small temperature 
coefficient values (<5 ppb.deg"1), indicating that these protons were strongly 
protected from exchange with the solvent. The exchange of 0(2')H with water in 
the three trisaccharides was much slower than that for the other hydroxy protons. 
N O E S Y and ROESY experiments together with HSEA (36) and M M 2 
calculations (35) indicated that the most probable hydrogen bonding partner was 
the 0(5") of the 4-linked sugar. 
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Figure 2. Part of the 2D DQF-COSY spectrum of maltose with two cross peaks 
for 0(2 )H resulting from the different anomeric configurations of the reducing 

end. (Reproducedfrom reference 13. Copyright 2003. American Chemical 
Society.) 

The N M R data (3C/H,OH> d 5 / d T a n d indicated that the hydrogen bond 
between 0(2')H and 0(5") was stronger in 1 and 2 than in 3. A chemical 
exchange interaction between 0(2') and 0(6"), that might further stabilize the 
conformation in which 0(2') and 0(5") are hydrogen bonded, was found in 1 and 
2 but not in 3. However, despite the fact that the N M R data suggested that 
0(2')H protons were involved in a persistent hydrogen bonding, the protons were 
shielded, the 0(2)H hydroxy proton involved in the strongest hydrogen bond 
being the least shielded. 

The existence of a hydrogen bond network between the secondary hydroxyl 
groups in α-, β- and γ-cyclodextrins (CD), well established in the crystal 
structures (37) and in D M S O solutions (38-40), was demonstrated to also be 
present in aqueous solution (13). 
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NOE and chemical exchange 

The observation of hydroxy protons by N M R allows the detection of an 
increased number of inter-residue NOEs. Both NOESY and ROESY are usually 
recorded to discriminate between cross peaks as a result of dipolar relaxation 
and cross peaks due to chemical exchange. In NOESY, both exchange and 
dipolar relaxation contributions have the same sign, and their relative 
contributions to a given cross peak cannot be distinguished. In ROESY, cross 
peaks as a result of dipolar relaxation are negative, whereas cross peaks from 
proton exchange are positive (the same sign as the diagonal peaks). The 
additional NOEs involving exchangeable protons are very important for 
conformational analysis since often only few inter-residue NOEs involving non-
exchangeable protons are observed. Such NOEs often involve protons located 
very close to the glycosidic linkage that are not very sensitive to torsional 
fluctuations of the glycosidic linkage. On the other hand, NOEs involving 
hydroxy protons are not always close to the glycosidic linkage, and are therefore 
much more sensitive to conformational changes. In this way, the number of 
conformational restraints is substantially increased. For example, in a study of 
uniformly 13C-enriched oligosaccharides (41) a gradient HSQC based technique 
for the resonance assignment and for the measurement of NOEs/ROEs (NOESY 
or ROESY-HSQC) was used. A total of 35 ROEs involving exchangeable 
protons were detected and assigned. The quantitative analysis of these ROEs 
showed that substantial torsional fluctuations exist around the glycosidic linkage, 
information not obtainable from observation of ring protons only. 

Chemical shifts and hydration 

Glycosidic shift 

Series of disaccharides (42, 43) and trisaccharides (35, 44) have been 
investigated to determine how the chemical shifts of hydroxy proton signals 
could be used as probes for conformational studies. In carbohydrates, the 
chemical shifts of the non-exchangeable protons are mainly dependent on the 
type of sugar and glycosidic linkage and less on conformational effects. The 
effect of glycosylation on the aliphatic protons is typically a deshielding of the 
protons across the glycosidic bond as well as of the protons at the two 
neighbouring sites of the aglycon. The magnitude of the deshielding depends on 
type of monosaccharide, anomeric linkage, and conformation around the 
glycosidic bond. The main causes for this deshielding are the steric repulsion 
between hydrogens and the positions of oxygen lone pairs close in space to the 
hydrogens in question. The measurement of the chemical shifts of the hydroxy 
proton signals in the series of di- and trisaccharides did not demonstrate such 
glycosylation effects. Most of the hydroxy protons showed only minor effects by 
the glycosylation and the signals had Δδ-values (chemical shifts of the hydroxy 
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proton signals in the oligosaccharide minus those in the corresponding 
monosaccharide methyl glycoside) <0.2 ppm. The largest Δδ-values were mostly 
measured for the hydroxyl groups adjacent to the linkage positions and the 
smallest for the flexible (1—6)-linked disaccharides (Table I). The hydroxy protons 
that occurred close to the ring oxygen of the non-reducing sugar were shielded 
whereas those close to another hydroxyl group were deshielded (Figure 4). 

a-D-Galp 

Δδ = - 0.64 ppm Δδ = 0.34 ppm Δδ = 0.33 ppm 

Figure 4. Schematic representations of disaccharides showing the 0(3)H - 0(5 ') 
and 0(2)H - 0(2 ')H interactions. The Δδ-values for the hydroxy proton signals 

involved in the interaction are given 

In branched trisaccharides, hydroxy protons close to a neighbouring ring oxygen 
or close to two glycosidic oxygens were shielded (35). Since these also showed a 
slower exchange with water protons, the shielding was attributed to an alteration 
of the hydrogen bond network between the hydroxyl groups and water. To verify 
this hypothesis, the chemical shifts of hydroxy proton signals from three 
disaccharides were studied (45). N M R experiments showed (42) that in each of 
the disaccharides, one hydroxy proton had a large negative Δδ-value attributed to 
the proximity to the ring oxygen of the neighbouring sugar. Ab initio calculations 
(45), performed in vacuum, showed that for the minimum energy conformations, 
these hydroxy protons were involved in hydrogen bonding with the neighbouring 
ring oxygen and as expected from the dependency of the chemical shift on the 
derealization of the electrons, the hydrogen-bonded hydroxy protons had large 
positive Δδ-values, indicating a deshielding relative to the monosaccharide. 
Since the ab initio calculations were performed on molecules in vacuum, the 
effects of the solvent on the chemical shifts were not taken into account, and the 
discrepancy between the sign of the Δδ-values obtained from calculations and 
experiments was attributed to interactions with the solvent. 

To verify that the shielding was effectively caused by disruption of the hydrogen 
bond network between hydroxyl groups and water, a series of binary model 
systems was analyzed by *H N M R spectroscopy (45) (Figure 5). The solvent 
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Table I: ] H-NMR chemical shifts (δ) and chemical shift differences Δδ (in 
parenthesis) in some 1,3-, 1,4- and 1,6-1 inked disaccharides. 

0(2)H 0(3)H 0(4)H 0(6)H 
a-L-Fuc/?-(l->3)-
a-D-Galp-OMe 

6.01 (-0.1) 
6.41 (0.25) 

5.99 (0.07) 5.99 (0.03) 
6.15(0.21) 6.06 (0.03) 

ct-L-Fuc/?-(l->3)-
a-D-Glcp-OMe 

5.92 (0.20) 
6.19(0.13) 

5.96 (0.05) 5.95 (-0.01) 
6.43 (0.06) 6.01 (0.06) 

a-L-Fuc/?-(l-»3)-
a-D-Manp-OMe 

6.14(0.03) 
6.38 (0.13) 

5.95 (0.03) 5.94 (-0.02) 
6.40 (0.07) 5.97 (-0.05) 

p-L-Fucp-(l->3)-
a-D-Galp-OMe 

6.49 (0.03) 
6.00 (0.15) 

6.05 (0.04) 5.95 (0.09 
5.93 (0.01) 6.05 (0.03) 

P-L-Fucp-(l->3)-
a-D-Glc/7-OMe 

6.42 (0.03) 
6.00 (0.31) 

6.10(0.08) 6.00(0.13) 
6.49 (0.12) 6.03 (0.07) 

a-D-Glcp-(l-»3)-
a-D-Galp-OMe 

6.34 (0.03) 
6.19(0.04) 

6.39 (0.04) 6.38 (0.01) 
6.00 (0.06) 

5.88 (-0.11) 
6.06 (0.04) 

p-D-Glc/>-(l->3)-
a-D-Galp-OMe 

6.66 (0.34) 
6.48 (0.33) 

6.53 (0.01) 6.41 (-0.04) 
5.82 (-0.12) 

6.04 (0.02) 
6.05 (0.03) 

p-D-Gal/7-(l->3)-
a-D-GalpNAcOMe 

6.20(-0.39) 6.14 (-0.03) 5.98 (0.04) 
6.06 (-0.01) 

6.26 (0.08) 
6.15(0.08) 

a-L-Fuc/?-(l->4)-
a-D-Galp-OMe 

6.48 (0.36) 
6.30 (0.14) 

5.95 (0.04) 
6.14(0.17) 

5.99 (0.03) 
6.09 (0.06) 

ct-L-Fucp-(l->4)-
a-D-Glcp-OMe 

6.04 (0.08) 
6.36 (0.04) 

5.94 (0.03) 
6.22 (-0.13) 

5.94 (-0.02) 
5.91 (-0.05) 

p-L-Fucp-(l->4)-
a-D-Galp-OMe 

6.49 (0.04) 
6.25 (0.10) 

6.09 (0.08) 
5.33 (-0.64) 

5.99(0.13) 
6.06 (0.03) 

p-L-Fuc/?-(l->4)-
a-D-Glcp-OMe 

6.37 (0.08) 
6.41(0.10) 

6.06 (0.05) 
6.38 (0.03) 

5.92 (0.05) 
5.48 (-0.48) 

a-D-Galp-(l->4)-
P-D-Galp-OMe 

6.20 (0.08) 
6.31 (-0.17) 

6.04 (0.09) 
5.76 (-0.31) 

5.91 (0.00) 5.80 (-0.2) 
6.08 (0.01) 

P-D-GicpNAc-(l->4)-p-
D-GlcpNAc-OMe 

6.61 (0.13) 
5.94 (-0.46) 

6.60 (0.05) 6.13(0.05) 
6.094 (0.08) 

a-D-Glc/?-(l->6)-
a-D-Glcp-OMe 

6.27 (0.04) 
6.38 (0.06) 

6.39 (0.04) 
6.37 (0.02) 

6.43 (0.06) 
6.41 (0.04) 

5.90 (-0.06) 

P-D-Glc/7-(l->6)-
P-D-Glcp-c9Me 

6.57 (0.08) 
6.54 (0.11) 

6.40 (-0.11) 
6.43 (-0.08) 

6.35 (-0.11) 
6.47 (0.02) 

5.89(0.13) 

P-D-Glc/?-(l->6)-
3-D-Galp-OMe 

6.54 (0.11) 
6.44 (0.04) 

6.44 (-0.07) 
6.04 (-0.03) 

6.37 (-0.08) 
5.86 (0.01) 

5.91 (-0.10) 

p-L-Fuc/?-(l->6)-
a-D-Gal/?-OMe 

6.45 (0.01) 
6.19(0.04) 

6.04 (0.03) 
6.01 (0.04) 

5.91 (0.05) 
6.05 (0.11) 
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3.1 J · i j > 1 

0.0 0.2 0.4 0.6 0.8 1.0 

M o l e F r a c t i o n o f M e t h a n o l 

Figure 5. Chemical shift of the hydroxy proton signal of methanol as a function 
of the mole fraction of methanol in water (A), diethyl ether (x), THF ( Φ) and 

dioxane (A). Chemical shift of the water proton signal (m) as a function of the 
mole fraction of methanol (Reproduced from reference 45. Copyright 2004.) 
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systems were methanol/water, methanol/diethyl ether, methanol/tetrahydrofuran 
and methanol/dioxane. These solvents were chosen to represent the interactions 
of a hydroxy proton with water and acetal oxygen. Shielding of the hydroxy 
proton of methanol was observed for increased ether concentrations, whereas 
deshielding was observed for increased concentrations of water. The effect of the 
water content on the chemical shift of the hydroxy proton of methanol was less 
pronounced as compared to that of ethers, -0.3 ppm downfield shift with water 
compared to -2 ppm upfield shift with the ethers. The magnitude of the shifts, 
being related to the strength of hydrogen bonding, showed that hydrogen 
bonding between water and methanol was more efficient than hydrogen bonding 
between ether and methanol. The chemical shifts of C-H signals were not 
significantly changed upon changes in concentration of ethers or water. Thus, the 
chemical shift changes measured for the O H signals were predominantly due to 
alteration in hydrogen bonding interactions with solvent (Figure 6). 

Figure 6. Space-filling representation of J3-L-Fucp-(1-*4)-a-D-Galp-OMe in 
three orientations showing the location of 0(3)H within the solvent inaccessible 
surface (slightly shaded). The Δδ-value of -0.64 ppm was attributed to reduced 

hydration. (Reproducedfrom reference 45. Copyright 2004.) 
(See page J in color insert in this chapter.) 

The dependence of the chemical shifts of hydroxy proton signals on hydration 
was found to be a common feature for disaccharides and trisaccharides with 
similar stereochemistry around the glycosidic bond. For example, lactose, 
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cellobiose and chitobiose are 1,4-linked disaccharides with similar 
stereochemistry at the glycosidic linkage. In these compounds, there is a short 
distance between 0(3)H of the reducing end and 0(5') of the non-reducing end, 
causing a shielding of ~0.45 ppm for the 0(3)H proton (6,43,46). 

Lewis b and Y oligosaccharides 

In Lewis b (Le b), 0(3)H and 0(4)H of galactose and 0(4)H of fucose provide 
the key polar interactions with the lectin IV glycoprotein of Griffonia 
simplicifolia (47). The same hydroxyl groups were also found in the epitope of 
Lewis Y (Le y) to which the monoclonal antibody BR55-2 binds (48). The N M R 
study of L e b (49) and Le y (50) showed that these hydroxy protons had large 
negative Δδ-values (Figure 7). These results were explained from the orientation 
of the hydroxyl groups relative to the hydrophobic and hydrophilic faces of the 
oligosaccharide. The hydroxy protons located at the surface of the 
oligosaccharide and consequently most exposed to the bulk water had small Δδ-
values. Their interactions with the bulk water were similar to those of the 
monosaccharides, and accordingly so were their chemical shifts. Hydroxyl 
groups with large negative Δδ-values were situated in the vicinity of the 
amphiphilic region formed by the hydrophobic face of Fuc/? and Galp. More 
specifically, 0(3 )H and 0(4)H of Gal/7, positioned under the hydrophobic face 
of Fuc/7, experienced the largest upfield shifts. The 0(2)H of Fucp situated on 
the far side of the amphiphilic region was also influenced by this effect, but to a 
smaller extent, as seen from the Δδ-values. 

>H a-L-Fucp 

β-D-GlcpNAc 

•OH 

a-L-Fucp 

OH 

Lewis b Lewis Y 
Figure 7. Schematic representations of Leb and LeY oligosaccharides showing 

the hydroxy protons with large Δδ-values. 
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Hydroxy protons in interaction studies 

Cyclodextrin interactions 

CDs have the ability to form inclusion complexes with specific guest molecules 
and are thereby potential drug carriers. They are also used as model systems in 
studies of enzyme-substrate interactions. The driving forces to form inclusion 
complexes of CDs are electrostatic, van der Waals and hydrophobic interactions 
and hydrogen bonding. As for intramolecular interactions, there is some doubt 
about the formation of intermolecular hydrogen bonds in aqueous solution 
because of strong hydration to hydrogen-bond sites of both the host and guest 
molecules. Biological systems however clearly suggest that hydrogen bonds can 
be formed in water when the hydrogen-bonding sites are located in a 
microscopically hydrophobic environment and/or situated very close to each 
other. Although examples have been reported about inclusion complexes of 
cyclodextrins where hydrogen bonds could participate in complexation, no direct 
evidence for formation of hydrogen bonds in water has been obtained. Usually 
complexation-induced ] H - N M R shifts and NOEs are used to determine the 
geometry of the complex, but hydroxy protons can also be used as probes to 
study the structural changes occurring upon inclusion of a guest into the 
hydrophobic cavity. For example, the addition of D- or L-Trp to β-CD resulted 
in a downfield shift and broadening of the 0(2)H and 0(3)H signals, whereas the 
0(6)H signal was unaffected (13). These spectral modifications were attributed 
to the formation of hydrogen bonds between β-CD and Trp. It is indeed known 
(51) that cooperative hydrogen bonding causes significant stabilization of 
hydrogen-bonded complexes, and two-centered hydrogen bonds could be formed 
between 0(2)H and 0(3)H of β-CD and the N H 3

+ and COO' groups of Trp. 

The hydrophobic cavity of cyclodextrin and the low water solubility of 
adamantanes make inclusion complexes favourable in aqueous solution. α-CD 
was found to form 1:1 inclusion complexes with 1-adamantanol and 1-
(hydroxymethyl)-adamantane (52). N M R data of hydroxy protons indicated an 
interaction between 0(2)H of α-CD and the guest molecule. With adamantane 
and 2-adamantanol, that are poorly soluble in water, an additional 0(3)H signal 
originating from the bound form of α-CD was observed. This signal was 
narrower, shifted upfield by more than 0.2 ppm and had a very small temperature 
coefficient (-1.2 ppb/°C in 2-adamantanol) indicative of the reduced hydration of 
0(3)H upon formation of the inclusion complex. The different responses of the 
0(2)H and 0(3)H signals to the formation of inclusion complexes was attributed 
to the different positions of 0(2)H and 0(3)H on the rim of the α-CD cavity 
(52) . 
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Protein-carbohydrate interactions 

The recognition of carbohydrates by proteins usually involves the formation of 
hydrogen bonds between hydroxyl groups of the ligand and polar groups of the 
receptor, and water is believed to play a central role in these associations. One 
way to study these intermolecular interactions by N M R should be to study the 
hydroxy protons. However, due to the high rate of exchange of hydroxy protons 
with the water protons only the ring protons are usually used for interactions 
studies. Also the experimental conditions used for observation of hydroxy 
protons of free carbohydrates are far from physiological and have been 
questioned for studies involving proteins. 

A n approach (53) based on the combined use of selective water excitation and 
1 3C-filtering has been presented. This method allows data specific to water-
exchangeable protons of the bound carbohydrate ligand to be obtained via cross-
relaxation to the non-exchangeable 1 3C-coupled ring protons. By using a water-
selective NOESY-HSQC experiment, the cross-relaxation between the hydroxy 
protons and the non-exchangeable ring protons in the complex of methyl oc-D-
[13C6]-mannopyranoside with a recombinant rat mannose-binding protein was 
observed. 

Siebert et al (54) proposed the use of binary mixtures of water and DMSO to 
facilitate the observation of hydroxy protons and at the same time retain the 
protein activities and structures observed in aqueous solution. The interaction 
between lactose and the mistletoe lectin was chosen as a model to investigate the 
conformation of the bound ligand by trNOESY. Since preferential solvation 
affects the neighborhood of the solute, it can also affect its conformation and 
reactivity. Thus, the investigation of carbohydrate-protein interaction in mixtures 
of DMSO-water will probably require that each system is carefully tested to 
ensure that both the carbohydrate and the protein will retain the structure and 
binding capacity existing under physiological conditions. 

Conclusion 

The usefulness of the vicinal coupling constants, temperature coefficients and 
rate of exchange of hydroxy protons to probe the existence of hydrogen bonding 
and of their NOEs to increase the number of conformational constraints is now 
well established. The chemical shifts of hydroxy proton signals, so far very little 
used, are shown to be potential experimental probes to study the hydration 
properties of carbohydrates free in solution or when involved in intermolecular 
interactions. By combing these experimental data with results from molecular 
dynamics simulation of oligosaccharides in water, a better description of the 
preferred conformations and their interaction with water might be obtained. 
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It has been suggested that in carbohydrate-protein interactions, hydration can 
affect the affinity of restrained molecules. If it is easier to displace water 
molecules from the less polar regions, the chemical shifts could become 
conformational probes to be used to identify the hydroxy protons of a 
carbohydrate that could be recognized by proteins. 
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Chapter 7 

Oligosaccharides and Cellulose Crystal Surfaces: 
Computer Simulations 

Bas R. Leeflang, J. Albert van Kuik†, Loes M. J. Kroon-Bratenburg 

Bijvoet Center, Department of Chemistry, Utrecht University, Utrecht, 
The Netherlands 

†J. Albert van Kuik passed away on August 18, 2003 

In the present study we focus on the interaction of cellulose 
with hemicelluloses. As a model system the interaction of 
oligosaccharides derived from cellulose, mannan and xylan at 
a cellulose crystal surface have been studied using molecular 
dynamics modelling and N M R spectroscopy. 

The strength of wood largely depends upon the interactions of 
(micro)crystalline cellulose and hemicelluloses, lignins and tanins. Native 
cellulose occurs in two crystallographic morphologies. Lower plants and bacteria 
pack the cellulose chains according to the triclinic Ια phase, whereas higher 
plants go into the two-chain monoclinic phase referred to as Ιβ. The latter is 
energetically more stable than Ια. Cellulose I chains are oriented parallel. 

Hemicelluloses are structural regulators in the aggregation of native 
cellulose (/). Various macromolecular crystalline assemblies with cellulose have 
been reported: Mannan crystals have been shown to grow on cellulose (2). 
Cellulose II grows on cellulose I (3,4,5). 

The packing of the cellulose Ιβ is such that the chains in the (200) planes are 
connected by hydrogen bonds and form sheets. In the bulk of the crystal, two 
distinct (200) planes exist: Ιβ/even and Ιβ/odd phase. The odd (200) planes are 
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shifted l/4c relative to the even (200) planes. Chains in the even (200) plane are 
parallel to that plane, while chains in the odd planes are rotated by 11.5 deg 
relative to the (200) plane. However at the edge of the crystal where the 
polymers interact with water, this difference disappears (6,7,8). Cellulose 
exposes two crystal surfaces, the 110 and the 1-10 surface. Binding of 
hemicellulose at these surfaces of cellulose is known to occur with DP4 and 
larger. 

In the present study we report the evaluation of the interaction with the 110 
surface of cellulose with different sizes of cello-, manno- and xylo 
oligosaccharides using molecular modeling techniques and N M R spectroscopy 
(NMR data will be published elsewhere). Furthermore, we have studied the 
influence of parallel, antiparallel and other orientations. 

Methods 

The monoclinic (110) surface system was constructed as in (6,7,8). Six 
cellulose layers, each consisting of six chains of four cellobiose units, were 
placed in the center of a monoclinic periodic box with dimensions, L x = 3.602, 
L y = 4.152 nm, L z = 6.187 nm, with the normal of the monoclinic (110 or 1-10) 
surface parallel to the z-axis; the crystallographic c-axis was chosen parallel to 
the y-axis. The angle between the L x and L z sides is then equal to the angle 
between the (110) and (1-10) vectors, Le. O y = 87.767°. The chains in the (200) 
planes are closely interconnected through hydrogen bonds and are referred to as 
a 'sheet' (6). The (hemi)cellulose tetrasaccharides were place above the (110) 
plane in such a way that they form an extension of the (200) plane (Figure 1). 
The rest of the box was filled with SPC water molecules according to orientation 
of lattices of'shish-kebab' structures (4). 

Molecular dynamics calculations - Molecular dynamics simulations were 
performed using the GROMOS87 program package (9) and the improved force 
field for carbohydrates (10), on Linux computers. The oligosaccharide was 
placed at the cellulose surface. A layer of SPC (//) water molecules was added 
on top of the cellulose-oligosaccharide assembly to yield L z = 6.187 nm. A l l 
bond lengths were kept fixed using the S H A K E procedure (12). Non-bonded 
interactions were calculated using the twin-range cutoff procedure with radii of 
0.9 and 1.2 nm, respectively, and a time step of 2 fs. Simulations were performed 
with loose coupling to a pressure bath at 1 atm and a temperature bath at 300 Κ 
(13) with time constants of 2.0 and 0.1 ps, respectively. Configurations were 
saved every 0.2 ps. A hydrogen bond is considered to be present i f 0 - H . . . 0 < 
2.5 A , and if 0 -H . . . 0 angle > 120°. 

Inter-glycosidic torsion angles are defined as φ (Oring-Cl'-On-Cn) and ψ 
(Cl'-On-Cn-C(n-l)) and ω (On-Cn-C(n-l)-C(n-2)) according to IUPAC 
convention (14). 
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Figure 1. Cellotetraose positioned on top of the cellulose (110) plane and 
surrounded by a box of water (top-left) as viewedfrom the reducing end along 
they axis, when looking perpendicular on the (1-10) plane (top-right), when 

looking perpendicular on the (110) plane bottom-left), and when looking 
perpendicular on the (200) plane (bottom-right). 

(See page 1 in color insert in this chapter.) 
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Results 

A series of M D experiments was performed with the disaccharides 
cellobiose, mannobiose and xylobiose that were placed initially in parallel 
orientation above the (110) plane of cellulose. None of these disaccharides kept 
this, or any other, position during a 2 ns M D simulation. Xylobiose did not even 
stay at the cellulose surface, but moved into the solution. From these 
experiments, it was concluded that disaccharides are too small to bind to the 
cellulose surface. 

New series of experiments were performed with the tetrasaccharides 
cellotetraose, mannotetraose and xylotetraose. For each of these tetrasaccharides, 
M D experiments were performed from starting positions which have the chains 
oriented in parallel, antiparallel, or rotated positions, relative to the chain axes in 
the (110) plane of cellulose. In the series of parallel experiments, the 
tetrasaccharides were placed above the (110) surface of cellulose in such a way 
that the tetrasaccharide mimics an extension of the (200) plane (4) (Figure 1). 
(MD simulations are denoted CP for cellotetraose, M P for mannotetraose and 
X P for xylotetraose.) In the antiparallel series, the tetrasaccharide chain was 
placed in antiparallel fashion (it is rotated 180° relative to the parallel 
orientation) and M D simulations are denoted C A for cellotetraose, M A for 
mannotetraose and X A for xylotetraose. Finally, a series of experiments was 
performed where the tetrasaccharide was rotated around the axis perpendicular 
to the 110 surface away from its parallel orientation (See Figure 2 for 
cellotetraose), denoted CR for cellotetraose, M R for mannotetraose and X R for 
xylotetraose. This angle was initially set to 30° and was increased by 30° for 
each new M D experiment. Starting positions with an angle of 360° (parallel) or 
180° (antiparallel) were skipped. 

Experiments were run for 500 ps or 2 ns. Binding of the tetrasaccharide to 
the cellulose surface was considered to take place when the chain did not move 
from its initial (or another) position, and the van der Waals and Coulombic 
interaction-energy profiles were 'constant' (data not shown) during the 
simulation. Specific binding was considered when specific hydrogen bonds were 
formed during most of the simulation time, by more than one monosaccharide 
residue. For each of these hemicelluloses, M D simulations of 500 ps were 
performed. For starting positions of the parallel and antiparallel M D simulations, 
the tetrasaccharides were placed 6 times above the (110) surface in parallel 
fashion, 3 times as 'extension' of an odd (200) plane and 3 times as 'extension' 
of an even (200) plane. The 3 runs in one (200) plane differ in the initial position 
of the tetrasaccharide (i.e. 0c, l/2c and 3/4c). M D simulations were performed 
for 500 ps. For at least one parallel and one antiparallel configuration, a 2 ns 
simulation was performed. 
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Cellotetraose 

Figure 2. The orientation of cellotetraose on top of the cellulose (110) plane in 
the starting conformations of MD simulations CR30 - CR330. 

Hydrogen bonds are considered 'specific' when formed from both 
tetrasaccharide-residues 1 and 3, or both 2 and 4, to cellulose, and exist for more 
than 50% of the simulation time. Hydroxyl groups can act both as donor or as 
acceptor, and in this scheme C-0-H. . .O-C and C-O. . .H-0-C are considered one 
hydrogen bond. 
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Cellulose modeling 

The cellulose crystalline polymorphs fall into two types, the parallel-type of 
cellulose I (15) and the antiparallel-type of cellulose II (16,17), that has a 
packing comparable to that of the crystal structure of β-D-cellotetraose 
hemihydrate (18). Cellulose II crystals can grow on the cellulose I microfibril 
axes (4). 

Figure 3. The position of cellotetraose in parallel (top) and antiparallel 
(bottom) orientation. Hydrogen bonds between cellotetraose and cellulose are 

depicted by dotted lines. 

In parallel-binding orientation cellotetraose is positioned similarly as the 
cellulose chains in cellulose. In cellulose, the inter-chain hydrogen bonds are 
06-H6.. .02 and 02.. .H6-06. Evaluating M D simulation CP shows that the 
inter-chain hydrogen bonds between cellotetraose and cellulose are more flexible 
than between cellulose chains themselves (Table 1). Inter-chain hydrogen bonds 
were observed from cellotetraose 06 to cellulose 02 and 03, and from 
cellotetraose 02 and 03 to cellulose 06. The hydrogen bonds that were formed 
of 02, 03 , and 06 of either cellotetraose or cellulose can act either as donor or 
as acceptor (Figure 3) In addition, some non-specific hydrogen bonds with a 
neighboring cellulose chain were formed. In that case cellotetraose turns 
towards the (110) plane and can form hydrogen bonds with two different (both 
an even and an odd) cellulose chains from different (200) planes. Of the 6 

(See page 2 in color insert in this chapter.) 

  
  



Table 1. Hydrogen bonds between cellotetraose and cellulose. 

Cellotetraose 
residue 

Hydrogen bond occupancy 

06...02 06...03 02...06 03... 06 Total 
CP _Glc-4 0.64 0.34 0.98 

_Glc-3 0.58 0.20 0.78 
_Glc-2 0.71 0.29 1.00 
_ G l c - l 0.50 0.35 0.85 

CP2 _Glc-4 0.61 0.43 1.03 
_Glc-3 0.77 0.40 1.17 

_Glc-2 0.28 0.66 0.94 

_ G l c - l 0.52 0 0.52 

Table 2. Potential energies for the cellulose-cellotetraose interaction. 

Energy contrib. 
(kJ mol 1 ) CP CP1 CP2 CP3 

Van der Waals -239.3 -245.7 -234.4 -220.4 

Coulombic -106.8 -99.5 -99.4 -81.7 

Energy contrib. 
(kJ mor 1) CP4 CP5 CP6 

Van der Waals -219.8 -234.8 -193.2 

Coulombic -102.0 -134.7 -88.8 

parallel simulations CP1-CP6, cellotetraose in CP2 showed this behavior the 
least and essentially resembled M D simulation CP. 

Evaluating the 6 parallel-oriented M D simulations, denoted CP1-CP6, and 
considering the interaction energies, the M D simulations CP1, CP2, and CP5 
showed tetrasaccharides that were binding to the (110) plane during the 
simulation. This is reflected by the low average energies as shown in Table 2. 
Due to non-specific binding to the cellulose (110) surface, changing from one 
binding position to another is a slow process. Therefore, it is difficult to judge a 
binding position from the van der Waals interaction energies only, as non
specific binding positions also can generate low van der Waals interaction 
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energies. The M D simulation CP2 is the single one where cellotetraose forms 
stable hydrogen bonds (Table 1). It is therefore the only M D simulation where 
the tetrasaccharide can find a parallel binding position within 500 ps. This shows 
that it is advantageous to use several different starting configurations. For 
cellotetraose, just one type of binding configuration was found for parallel 
orientations. CP is an extended (2ns) simulation for this configuration. From 
these simulation we conclude that CP2 (and CP) is the only configuration where 
cellotetraose binds specifically to cellulose. 

Table 3. Hydrogen bonds between cellotetraose and cellulose. 

Hydrogen bond occupancy 
06...02 06... 03 02... 06 03...06 Total 

C A a Glc-4 0.21 0.77 0.98 
Glc-3 0.25 0.81 1.06 
Glc-2 0.25 0.83 1.08 
Glc-1 0.11 1.02 

CA1" Glc-4 0.45 0.78 1.23 
Glc-3 0.48 0.56 1.04 
Glc-2 0.47 0.70 1.17 

_ G l c - l 0.64 0.41 1.05 
CA2" Glc-4 0.33 0.52 0.85 

Glc-3 0.29 0.53 0.82 
Glc-2 0.65 0.24 0.89 

_ G l c - l 0.35 0.47 0.82 
C A 3 a Glc-4 0.33 0.68 1.01 

Glc-3 0.56 0.44 1.00 
Glc-2 0.27 0.91 1.18 
Glc-1 0.42 0.79 1.21 

C A 4 b Glc-4 0.77 0.24 1.01 
Glc-3 0.82 0.20 1.02 
Glc-2 0.82 0.30 1.12 
Glc-1 0.85 0.13 0.98 

C A 6 b Glc-4 0.87 0.16 1.03 
Glc-3 0.57 0.60 1.17 
Glc-2 0.75 0.35 1.10 
Glc-1 0.94 0.06 1.00 

aodd, beven 

For the M D simulations of cellotetraose in antiparallel orientation, the 
hydrogen bonds are compiled in Table 3 and the average van der Waals 
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interaction energy values are accumulated in Table 4. Looking at the van der 
Waals interaction energy trajectory and the hydrogen bonds of the 2 ns 
simulation C A and the six 500 ps simulations CA1-CA6, cellotetraose binds in 
all M D simulations, with the exception of simulation CA5. It finds its position on 
the cellulose surface very quickly. A l l binding positions are essentially the same. 
As for the parallel orientation, hydrogen bonds go from cellotetraose 0 6 to 
cellulose 0 3 and 0 2 , and from cellotetraose 0 2 and 0 3 to cellulose 0 6 (Figure 3) 
A l l O's can act both as hydrogen donor as well as receptor. 

Table 4. Potential energies for the cellulose-cellotetraose interaction (CA). 

Energy contrib. 
(kJ mol 1 ) CA CA1 CA2 CA3 

van der Waals -243.4 -238.7 -238.6 -239.8 
Coulombic -120.8 -109.3 -101.7 -129.1 

Energy contrib. 
(kJ mor 1) CA4 CA5 CA6 

van der Waals -212.9 -180.9 -224.0 
Coulombic -113.4 -59.1 -111.9 

Table 5. Potential energies for the cellulose-cellotetraose interaction (CR). 

Energy contrib. 
(kJ mor 1) 

CR30 

30° 

CR60 

60° 

CR90 

90° 

CR120 

120° 

CR150 

150° 

van der Waals -232.5 -198.4 -215.4 -251.2 -211.7 

Coulomb -132.6 -96.7 -99.0 -96.8 -105.4 

Energy contrib. 
(kJmol 1 ) 

CR210 

-150° 

CR240 

-120° 

CR270 

-90° 

CR300 

-60° 

CR330 

-30° 

van der Waals -253.0 -41.6 -145.4 -166.2 -243.2 

Coulomb -102.6 -50.1 -66.0 -104.7 -120.4 

To investigate whether cellotetraose could find a binding position other than 
with parallel or antiparallel orientation, a series of 10 M D simulations was 
performed with cellotetraose that had been rotated relative to its parallel 
orientation (Figure 2) Using a low-energy van der Waals interaction energy 
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trajectory as first binding assessment, possible binding occurs in M D simulations 
CR30 (30°), CR120 (120°), CR210 (-150°), and CR330 (-30°). In CR30 the 
cellotetraose rotated and finally assumed an almost parallel orientation. In 
CR120 cellotetraose kept its position during the first 450 ps, after which two 
glucose residues started to shift. During CR210 cellotetraose did rotate to an 
antiparallel orientation. The hydrogen bonds in the last 80 ps of these 
simulations corresponded to the antiparallel pattern, as described above. In 
simulation CR330 the tetrasaccharide attached to the cellulose surface in one (-
30°) position, but did not show a specific hydrogen bond pattern. Cellotetraose 
in simulation CR90 did not keep its initial 90° orientation, but first briefly 
adopted a 60° orientation before shifting and then rotating to an orientation near 
120°. Although this simulation did not show specific binding, three of the four 
glucose residues in cellotetraose were in line with this orientation. In simulation 
CR270 (-90°) cellotetraose did not find a binding position but assumed on 
average an orientation of -120°. In simulations CR60 (60°), CR150 (150°), 
CR240 (-120°) and CR300 (-60°), the tetrasaccharide maintained its original 
orientation without sticking to one position on the (110) surface. In most of these 
simulations, the plane through the cellotetraose carbohydrate rings is parallel to 
the (110) surface, resulting in a low average van der Waals interaction energies. 
However, in simulation CR300, the plane through the cellotetraose carbohydrate 
rings is perpendicular to the (110) surface, leading to higher van der Waals 
interaction energies. Nevertheless, it maintained its orientation very persistently. 
Therefore, van der Waals interaction energies cannot be the only factor for 
binding, but also the Coulomb interactions and the related hydrogen bonds. 

Cellotetraose binds good in both a parallel and an antiparallel orientation, 
although the antiparallel orientation seems to bind better. This is corroborated by 
the Coulombic interaction energies and hydrogen bonds that are more favorable 
in the antiparallel orientation than in the parallel orientation. 

Mannose modeling 

The polysaccharide (βΐ—•4)-D-mannan exists in a 2-fold helical 
conformation in the crystalline structural component of cell walls. Similar to 
cellulose, mannan is present in two polymorphs: granular mannan I and 
microfibrillar mannan II. Electron diffraction data showed that, unlike for 
cellulose, both polymorphs have antiparallel packing (19,20). Mannan I crystals 
can grow on cellulose I microfibrils (2). 

The difference between glucose and mannose is the configuration of C2-OH 
where the hydroxyl is equatorial in glucose and axial in mannose. During the 2 
ns M D simulation of mannotetraose in parallel orientation (MP), this property 
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causes the mannotetraose hydroxyl at C2 to form hydrogen bonds with two 
adjacent cellulose chains. To 06 of one cellulose chain and to 03 of an adjacent 
chain (Table 6, Figure 4). At the same time, the percentage of hydrogen bonds 
between mannose 06 and cellulose 03 drops below 10%, which is less than 
those in the M D simulations of cellotetraose in parallel orientation. The 
interaction with adjacent cellulose chains leads to a more horizontal positioning 
of the mannotetraose chain on the cellulose (110) surface, compared to CP 
(Figures 3 and 4) This is also reflected by the more jumpy profile of the van der 
Waals interaction energies of M P (data not shown). 

Table 6. Hydrogen bonds between mannotetraose and cellulose. 

Mannotetraose Hydrogen bond occupancy 
residue 

06...02° 06...03° 02...06°03...06°02...03b Total 
M P -Man-4 0.30 0.18 0.66 1.14 

-Man-3 0.89 0.08 0.97 
-Man-2 0.53 0.21 0.59 1.33 
-Man-1 0.56 0.04 0.60 

MP2 -Man-4 0.24 0.09 0.62 0.95 
-Man-3 0.16 0.01 0.17 
-Man-2 0.93 0.11 0.95 1.98 
-Man-1 0.90 0.08 0.98 

aTo 11 odd; bTo 29 even 

Of the six M D simulations of mannotetraose, started from different parallel 
positions on the cellulose surface and with a duration of 500 ps, MP2 was the 
only simulation wherein mannotetraose kept its parallel orientation and gave a 
stable hydrogen bond profile, similar to that of M P (Table 6). During the M D 
simulations M P I , MP3, MP4 and MP6, mannotetraose lost its parallel 
orientation and starts rotating to varying degrees. Throughout simulation MP5, 
mannotetraose stayed in parallel orientation, but did not form stable hydrogen 
bond patterns, which is reflected by the relatively unfavourable Coulombic 
interaction energies (Table 7). Once, a chain has been rotated, it did not return to 
parallel orientation during the rest of the M D simulation. The simulations MP4 
and MP6 were extended to 2 ns (denoted MP4e and MP6e, respectively) to see i f 
a binding position could be found within this simulation time. For the period of 
0.5 to 2 ns of the simulation of MP4e, the tetrasaccharide stayed in the same (-
60°) orientation, although only -Man-4 binds to the cellulose surface (Figure 4). 
Simulation MP6e resulted in a -30° orientation of the tetrasaccharide (Figure 4). 
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Consequently, only during the M D simulations M P and MP2, mannotetraose 
binds to the cellulose surface in parallel orientation. 

Table 7. Potential energies for the cellulose-mannotetraose interaction. 

Energy contrib. MP MPI MP2 MP3 MP4 
(kJ mol 1 ) 
Van der Waals -233.7 -206.9 -218.5 -200.4 -186.5 

Coulomb -103.7 -74.8 -112.4 -75.6 -109.6 

Energy contrib. MP MP4e MPS MP6 MP6e 
(kJ mol 1 ) 
Van der Waals -233.7 -109.6 -210.0 -203.4 -179.8 

Coulomb -103.7 -186.5 -97.9 -106.8 -69.9 

The binding to two adjacent cellulose chains might make it more difficult 
for mannotetraose to find a binding position on the cellulose surface. 

A M D simulation of 2 ns with mannotetraose in antiparallel orientation to 
the cellulose surface (MA) showed a continuous reorientation of the chain, and 
ended with the chain rotated approximately 45° around the chain axis, relative to 
its antiparallel starting position. Of the six 500 ps simulations started from 
antiparallel orientation, M A 1 - M A 6 , only M A 2 and M A3 showed some binding 
of mannotetraose according to the van der Waals interaction energy-trajectory 
(data not shown, average values in Table 9). These simulations were extended to 
2 ns, denoted MA2e and MA3e, respectively, to investigate the persistence of 
this binding. In the other simulations, the tetrasaccharide did not stay in 
antiparallel orientation, nor kept its position at the cellulose surface. During 
simulation MA2e, the tetrasaccharide shifted along the parallel axis and found a 
stable position after 400 ps of simulation time. During the entire simulation 
MA3e, mannotetraose stayed bound at its original position. The final positions 
of mannotetraoses at the end of simulations MA2e and MA3e have shifted 2 
glucose units, relative to each other and thus are identical. Similar to the parallel 
orientation, the hydroxyl at C2 formed hydrogen bonds with adjacent cellulose 
chains (Table 7, Figure 4) Simulation M A 6 , which showed non-binding 
behavior, was also extended to 2 ns (MA6e) to see whether within this time span 
mannotetraose would find a stable binding position. This was not the case, as the 
tetrasaccharide rotated between 1000 ps and 1500 ps, and for the rest of the 
simulation time formed many different hydrogen bonds. Because the odd and 
even (200) layers are slightly different, the oligosaccharide binding to them may 
as well be somewhat different. The three simulations that were started on an even 
cellulose chain did not result in antiparallel binding of mannotetraose. 
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Figure 4. The position of mannotetraose in parallel (top) and antiparallel 
(middle) orientation. Hydrogen bonds between mannotetraose and cellulose are 

depicted by dotted lines, (bottom) Mannotetraose on top of the (110) plane of 
cellulose in antiparallel starting position (left) and after rotation of the 

tetrasaccharide (right) (1.5 ns simulation time) in MD simulation MA6e. 

(See page 3 in color insert in this chapter.) 
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Table 8. Hydrogen bonds between mannotetraose and cellulose 

Mannotetraose Hydrogen bond occupancy 
residue 

06... o r 06... 03" 03... 06" 02...02" Total 
MA2e c -Man-4 0.32 0.32 

-Man-3 0.85 0.03 0.88 1.76 
-Man-2 0.28 0.28 
-Man-1 0.73 0.20 0.75 1.68 

MA3e -Man-4 0.80 0.80 
-Man-3 0.32 0.69 0.82 1.83 
-Man-2 0.46 0.46 
-Man-1 0.51 0.55 0.45 1.51 

aTo 11 odd; bTo 29 even; cAfter 400 ps. 

Table 9. Potential energies for the cellulose-mannotetraose interaction. 

Energy contrib. ~ ~ ~ ~ ~ 
(kJ mol ) 
Van der Waals -243.7 -177.9 -236.5 -243.6 -238.5 

Coulomb -114.5 -81.5 -112.8 -118.1 -140.9 

Energy contrib. ~ ~ ~ ~ ~ 
(kJ mol ) 
Van der Waals -234.8 -177.2 -175.9 -188.4 -168.3 

Coulomb -129.6 -106.6 -75.2 -106.7 -98.6 

The ten M D simulations that were started from rotated orientations of 
mannotetraose (MR30 - MR330) resulted mostly in final orientations that were 
close to their starting orientation. The exceptions were MR60 that went from 
60° to 90°, MR270 that went from -90° to almost -60° , and MR330 that went 
from -30° to -60° . As a result, there were three simulations (-90°, -60° , -30°) 
that finished with mannotetraose in -60° orientation, an orientation that was 
similar to the final orientation in simulation MA4e. Mannotetraose in some 
orientations was rather stable; though in other orientations keeps shifting, 
moving and rotating. The M D simulations that produced the most stable 
orientations of mannotetraose also had the lowest average van der Waals 
interaction energies (See Table 10). Those were MR30, MR60 that first went 
from 60° to 90°, MR90 that stayed at 90°, and MR270 that first went from -90° 
to almost -60° . These four M D simulations gave a low and also constant van der 
Waals interaction energy profile (data not shown). The rest of the M D 
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simulations kept essentially their starting orientations. No specific hydrogen 
bonds were detected for any of these simulations, which is reflected as well in 
the relatively weak Coulomb energies. 

Table 10. Potential energies for the cellulose-mannotetraose interaction. 

Energy contrib. 
(kJmof 1 ) 

MR30 
30° 

MR60 
60° 

MR90 
90° 

MR120 
120° 

MR150 
150° 

Van der Waals -222.6 -232.8 -260.4 -88.0 -183.3 

Coulomb -97.5 -130.7 -88.3 -12.9 -107.3 

Energy contrib. 
(kJ mof 1) 

MR210 
-150° 

MR240 
-120° 

MR270 
-90° 

MR300 
-60° 

MR330 
-30° 

Van der Waals -169.5 -189.2 -33.2 -194.5 -184.7 

Coulomb -57.3 -90.7 -138.3 -74.8 -77.9 

Rotated mannotetraose aligns with some monosaccharides in the cellulose 
chains, but do not really bind in a regular manner. The hydrogen bonds are 
usually different for all four mannose residues, in type as well as frequency. 
Thus it is non-specific binding. 

Conclusions: Mannotetraose binds less well to the surface than cellotetraose. 
When it binds, it forms hydrogen bonds with 2 adjacent cellulose chains. It 
seems to bind in various orientations, but starts to rotate easily with a preference 
for 60° (unspecific binding). However, as a general observation the antiparallel 
orientation of mannotetraose on cellulose has stronger specific binding than 
parallel. 

Xylose modeling 

Xylose has all its hydroxyl groups in equatorial configuration and therefore 
can be considered glucose without C6. Considering this property, one would 
presume a binding to the cellulose (110) surface similar to that of cellotetraose, 
except for the hydrogen bonds between the cellotetraose hydroxymethyl and 
cellulose. The absence of the hydroxymethyl in xylotetraose implies that with 
this model 50% of the xylose residues is not able to form hydrogen bonds with 
the cellulose surface. However, the preferred conformation of polysaccharide 
(pi->4)-D-xy!an chains is different from that of glucose or mannose analogues. 
X-ray fiber diffraction analysis shows that xylan has a 3-fold helical 
conformation (27), instead of the 2-fold screw axis found for cellulose 
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(cellotetraose and mannotetraose). Xylopentaose binds in an approximately 3-
fold helical structure to the carbohydrate-binding module CBM15 (22), and to 
Pseudomonas fluorescens xylanase A (23). In a free M D simulation with 
MM2Carb of xylobiose, the lowest energy conformation corresponds to 3-fold 
symmetry conformation with glycosidic linkage dihedral angles φ, ψ = -69°, 
152°, respectively (24). Xylotetraose in 3-fold conformation does not fit as well 
on the cellulose surface as in 2-fold conformation. Nevertheless, X-ray studies 
have revealed that xylan crystals grow on crystalline cellulose with chains in the 
3-fold screw axial symmetry (25). 

One M D simulation was started with xylotetraose with 2-fold screw-axial 
symmetry in parallel orientation on the cellulose (110) surface (XP). During the 
2 ns M D run the tetrasaccharide adopted (partially) 3-fold screw-axial symmetry. 
Considering the van der Waals interaction energies (Table 12) and the hydrogen 
bonds, it did not bind specifically to one position in this simulation. Six M D runs 
(XP1-XP6) of 500 ps were started with xylotetraose in 2-fold screw-axial 
symmetry in parallel orientation on the cellulose surface. O f these simulations, 
only XP2 and (to a lesser extent) XP3 bound according to the van der Waals 
interaction energies. The M D simulation of XP2 showed 2-fold screw-axial 
conformation throughout the 500 ps simulation time. This simulation was 
extended to 2 ns (XP2e) and showed that xylotetraose bound in a 2-fold screw-
axial conformation and produced a stable hydrogen bond pattern during the 2 ns 
simulation time. However, the hydrogen bonds (Table 11) differ from those that 
were observed for cellotetraose in parallel orientation (Table 1). For 
xylotetraose, the most prominent hydrogen bonds are from -Xyl-4 and -Xyl-2 to 
four adjacent glucose residues in one cellulose chain (Fig. V , top-left). Each of 
these xylose residues had hydrogen bonds between xylose 0 2 and glucose 0 2 and 
03 and between xylose 03 to a neighboring glucose 0 6 in a cellulose chain. 
Thus the xylan chain is shifted l/4c (Figure 5) The M D simulations XP1 , XP4, 
XP5 and XP6 showed for xylotetraose the (partial) formation of 3-fold symmetry 
and the forming of hydrogen bonds with other cellulose chains. 

A M D simulation with a duration of 2 ns was started with xylotetraose in 2-
fold screw-axial symmetry conformation and antiparallel orientation on the 
cellulose surface (XA). During the entire simulation the tetrasaccharide 
maintained its 2-fold symmetry and bound to the cellulose surface according to 
the van der Waals interaction energies (Table 14) and the hydrogen bonds (Table 
13). The hydrogen bonds that were formed were different from those observed 
for cellotetraose in M D simulation C A . Due to the absence of a hydroxymethyl 
in xylose, only 2 out of 4 xylose-residues were involved in the hydrogen bond 
formation. Like the binding of xylotetraose in parallel orientation (XP), 
hydrogen bonds from one xylose residue to two glucose residues were observed 
(Figure 5). This hydrogen bonding pattern differs from that observed for 
cellotetraose in C A , were xylose 02 binds to glucose 03 and xylose 03 to 
glucose 02 of one glucose residue and hydrogen bond xylose 02 to glucose 06 
of the neighboring glucose in cellulose. 
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Table 11. Hydrogen bonds between cellulose and xylotetraose. 

Xylotetraose Hydrogen bond occupancy 
residue 

Q2...03" Q3...03" Q2...02" Q3...06" Q3...06b Total 
XP2e -Xyl-4 0.23 0.09 0.70 0.24 1.26 

-Xyl-3 

-Xyl-2 0.50 0.13 0.88 0.50 2.01 

-Xyl-1 0.60 0.60 

"To 11 odd 
•To 29 even 

Table 12. Potential energies for the cellulose-xylotetraose interaction. 

Energy contrib. XP XPÎ XP2 XP2e 
(kJ ηιοΓ 1) 
Van der Waals -154.4 -192.6 -207.1 -199.0 
Coulomb -70.3 -67.3 -91.6 -98.8 

Energy contrib. XP3 XP4 XP5 XP6 
(kJ mol 1 ) 
van der Waals -208.6 -174.3 -163.3 -175.5 
Coulomb -94.6 -71.5 -69.8 -98.0 
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Figure 5. The position of xylotetraose in parallel (top) and antiparallel (bottom) 
orientation. Hydrogen bonds between xylotetraose and cellulose are depicted by 
dotted lines. The left column shows the 2-fold symmetry configuration (XP2e top 

andXA bottom) and the right column depicts the (partial) 3-fold symmetry 
configuration (XP1 top andXA3e bottom). 

(See page 4 in color insert in this chapter.) 
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The result of the behavior that only -Xyl-4 and -Xyl-2 bind to the cellulose 
surface when in 2-fold symmetry conformation is that -Xyl-1 is very flexible, but 
-Xyl-3 is fixed by -Xyl-4 and -Xyl-2. Six short M D simulations (500 ps) were 
started with xylotetraose in antiparallel position and with 2-fold symmetry 
conformation, at different positions on the cellulose surface (XA1-XA6). Only 
during simulation X A 2 the tetrasaccharide bound according to the van der Waals 
interaction energies (Table 14) while retaining its 2-fold symmetry 
conformation. Hydrogen bonds were similar to those observed for X A . Through 
the first 350 ps of M D simulation X A 1 , xylotetraose bound, but then lost its 2-
fold conformation. In the other M D simulations, the tetrasaccharide quickly 
adopted a mix of 2-fold and 3-fold conformations. M D simulation X A 3 ended 
with xylotetraose in 3-fold conformation as is depicted in Figure 5. 

Ten M D simulations were performed with xylotetraose in rotated 
orientations on the cellulose surface. The rotation angle was started at 30° and 
increased each time by 30°, and the runs were denoted XR30 to XR330. The 
positions that corresponded to parallel and antiparallel binding have been 
presented above as X P and X A , respectively. In M D simulations XR30 (30°) 
and XR210 (-150°) xylotetraose did rotate to 0° (parallel) and -180° 
(antiparallel) orientation, respectively, but with adopting a partial 3-fold 
symmetry conformation. During simulation XR240 (-120°) the tetrasaccharide 
rotated to a position with orientation between -90° and -60°. Throughout the 
other simulations, xylotetraose more or less maintained its starting orientation. 
Xylotetraose in XR30 (to parallel), XR60, XR120, XR210 (to antiparallel), and 
XR150 showed binding during most of the M D simulation, judged from the van 

Table 13. Hydrogen bonds between cellulose and xylotetraose 

Xylotetraose residue Hydrogen bond occupancy 

ο ι . . . o r 02.. .06" 03.. .03" 03.. . o r Total 

X A -Xyl-4 0.60 0.90 0.17 0.91 2.58 

-Xyl-3 
-Xyl-2 0.80 0.49 0.92 2.21 

-Xyl-1 

X A 2 -Xyl-4 0.73 0.63 0.04 0.94 2.34 

-Xyl-3 

-Xyl-2 0.79 0.92 0.04 0.92 2.67 

-Xyl-1 
a To 11 odd 
b To 29 even 
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Table 14. Potential energies for the cellulose-xylotetraose interaction. 

Energy contrib. 
(kJ mol 1 ) ΧΑ XA1 XA2 XA3 

van der Waals -208.8 -201.2 -211.4 -154.5 

Coulomb -105.1 -118.9 -112.8 -51.7 

Energy contrib. 
(kJ mol 1 ) XA4 XA5 XA6 

van der Waals -157.3 -127.2 -132.0 

Coulomb -54.8 -88.6 -39.6 

Table 15. Potential energies for the cellulose-xylotetraose interaction. 

Energy contrib. XR30 XR60 XR90 XR120 XR150 
(kJmor1) 

30° 60° 90° 120° 150° 

Van der Waals -182.5 -176.9 -157.9 -184.1 -208.7 

Coulomb -64.2 -94.9 -57.8 -80.8 -80.1 

Energy contrib. XR210 XR240 XR270 XR300 XR330 
(kJ mol 1 ) 

-150° -120° -90° -60° -30° 

Van der Waals -194.0 -114.6 -131.9 -153.4 -132.3 

Coulomb -119 -52.6 -60.0 -46.5 -65.5 
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der Waals interaction energy profiles (data not shown, average values in Table 
15). In all these simulations, xylotetraose adopts conformations with (partly) the 
3-fold screw axial symmetry. 

Conclusions 

In the present study we investigated the interaction of three tetrasacharides, 
cellotetraose, mannotetraose, xylotetraose, with the cellulose 110 surface. The 
binding affinity, based on the modeling study is largest for cellotetraose, 
followed by mannotetraose and xylotetraose, respectively. 

The simulations were started in a wide variety of positions and orientations. 
In the case of cellotetraose the antiparallel orientations bind better than the 
parallel ones for cellotetraose. This preference, although less profound, is also 
observed for mannotetraose in interaction with cellulose. However, mannose 
oligosaccharides prefer to rotate around their chain axis and bind in a flat 
orientation to the cellulose surface 

Xylose hemicellulose oligosaccharides in solution adopt a three fold screw-
axial symmetry. Xylotetraose does not have a consistent binding mode. It can 
bind in both the two- and three-fold screw axial conformations. The latter has a 
significantly lower interaction affinity. There is a clear competition between the 
interaction energies and xylan internal energies. Simulations with the hexamer 
could remove the bias for a 2-fold interaction. 

Although tetrasaccharides seem too small to bind in a regular fashion, it can 
be concluded that chains can run both parallel or antiparallel. 

A single mannotetraose molecule lies flat on the cellulose surface. However, 
in practice crystaline domains of hemicelluloses will bind to the cellulose 
surface. So one should consider binding of more than one chain simultaneously. 
This could affect the binding mode of e.g. mannan that does not need to bind to 
two cellulose chains, because it has binding partners in its own crystal. 
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Chapter 8 

Biomolecular Dynamics: Testing Microscopic 
Predictions against Macroscopic Experiments 

Andrew Almond 

Department of Biochemistry, University of Oxford, South Parks Road, 
Oxford OX1 3QU, United Kingdom 

Structural biology has largely concentrated on producing static 
models, which may not be sufficient to explain many important 
biological phenomena. This article describes how dynamic models of 
carbohydrates can be constructed and investigated with a combined 
theoretical (prediction making) and experimental (prediction testing) 
approach, using computer modeling and nuclear magnetic resonance 
(NMR). 

Introduction 

Our present understanding of biomolecular three-dimensional structure is 
based on fifty years of experimentation. In particular, X-ray crystallography has 
played a key role. It was used by Watson and Crick to determine the structure of 
DNA in 1953, and by Perutz and Kendrew to obtain the first three-dimensional 
views of the proteins myoglobin and haemoglobin in 1960. Amazingly, the 
resultant static protein structures contained regular arrangements of α-helices 
and β-sheets that had been predicted by Pauling almost ten years earlier. The 
determination of the structure of the first enzyme by Phillips in 1965 confirmed 
the relationship between geometrical shape and biological activity, in 
accordance with Fischer's "lock and key" hypothesis. Since these pioneering 
studies many structures have been determined by X-ray crystallography (/), 

156 © 2006 American Chemical Society 
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driven by the notion that the geometrical arrangement of atoms can be used to 
understand function at the molecular level, which is a foundation of modem 
biochemistry. Although these ordered static structures have an appealing 
perfection, they do not provide a full story of behavior at the molecular level. 
This is realized when nuclear magnetic resonance (NMR) is used to study 
molecular structure (2). Although generally in agreement with X-ray 
crystallography, NMR often reveals that biomolecules are not static, but have 
local and global dynamics; in many cases this behavior is central to their 
function. 

Complex carbohydrates, for example, are hydrophilic molecules that have a 
strong interaction with solvent water and little tendency to form cooperative 
tertiary structures. Therefore, they are often highly dynamic molecules and serve 
as good model systems for studying biomolecular dynamics. In mammals, they 
are found outside of the cell, and are normally covalently attached to other 
molecules. One major subclass are the glycosaminoglycans, which are 
polymeric (and often sulfated) sugar chains that can be found free or covalently 
attached to proteins; examples of these polysaccharides are hyaluronan and 
chondriotin sulfate. Another subclass comprise oligosaccharides that are post-
translational modifications to proteins and lipids. These modifications can 
significantly change physical properties of the molecules they are attached to, as 
in the case of mucins, which are highly glycosylated proteins. The 
oligosaccharides can be attached to proteins through serine or threonine (0-
linked) or asparagines (N-linked), and are often highly branched. Figure 1 
shows a schematic representation of a typical N-linked glycan. Their cores are 
often elaborated with α-linked mannose residues, which can be highly branched 
allowing these oligosaccharides to have many termini. At the extremities sugars 
residues, such as galactose and fucose, are added to generate specific epitopes 
that are recognized by proteins. 

In the following sections methodology for investigating the dynamics of 
oligosaccharides is described, using a combination of NMR and aqueous 
molecular dynamics simulations. The application of this methodology to various 
fragments from oligosaccharides is detailed. 

Figure 1. Sugar composition of a typical N-linked oligosaccharide from a 
glycoprotein, highlighting the branched mannose core and terminal sugars. 
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Predicting residual dipolar couplings 

The dipolar coupling between nuclei is relatively strong but in solution the 
isotropic tumbling averages the interaction to zero. However, addition of an 
ordered co-solute to a molecule of interest can result in weak alignment and 
measurable residual dipolar couplings (RDCs) (3). These couplings can provide 
global structural information of vectors between nuclei (x w ) relative to a 
molecular frame (4, 5). According to the theory of weak alignment (6), the 
molecular frame is correlated to the laboratory frame through an alignment 
tensor (S/,), which can be derived either by considering the distribution of 
experimental data (7), or theoretically using information such as geometric 
molecular shape (8, 9). Equation (1) shows the relationship between measured 
residual dipolar couplings (IT) and their maximal value Anax, which is 
dependent on the magnitude of alignment, the type of nuclei involved and the 
distance between them. 

S0 = (̂cosa, cosctj - δυ) (2) 
Calculation of the alignment tensor is therefore a requirement for relating 

residual dipolar couplings to internal molecular geometry. In this section a 
method is described that estimates the alignment tensor from overall molecular 
shape (9). The alignment tensor (more generically known as the Saupe order 
matrix) represents the degree of correlation between the molecular frame and 
the laboratory frame (direction of the magnetic field). This is shown in equation 
(2), where a, is the angle between the /* molecular axis and the magnetic field, 
and ôjf=\ when i=j, otherwise it is 0. 

n l 1 A ir) M 0 * 9 0 0 * " 2 9 1 0 * * 
Rf-;=—> xrxy v r 2 v 

13 N~f J 

(p\ 0 0 N 

0 p\ 0 
0 0 ρ;) 

Λ > Α > Α 

i 
Alignment tensor 

s=VS0V5 ls»4 
(2-δ 0 0 ) 

0 25-1 0 
, 0 0 -!-<$> 

s=Î£iZnl 
(p,-Pi) 

Figure 2. Schematic showing how the Saupe order matrix (alignment tensor) 
can be estimated from geometric shape. The method involves calculation of the 

tensor R2 in the molecular frame, and matrix diagonalization. 

Figure 2 shows a schematic outlining the method for calculating the order 
matrix S from geometric shape. As detailed in the figure, the process can be 
broken down into a number of steps. The tensor R2 is used to describe the shape 
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of a molecule from its coordinates, and calculate the characteristic lengths of an 
equivalent ellipsoid. These lengths are the eigenvectors of R2 (the entries that 
are left when R2 is diagonalized); let these values be p\2, pi and p? in 
descending order of numerical value. Simulations show that the theoretical 
alignment of an ellipsoid can be related to these characteristic lengths (9), 
through a parameter δ (see figure 2), which allows prediction of the alignment 
tensor in the diagonal frame of R2, referred to as SD in figure 2. If RD

2 is the 
diagonal form of R2, then RD

2 = VTR 2V for some matrix V (containing the 
eigenvectors of R2), using basic linear algebra. Consequently, the order matrix 
in the frame of the original molecular coordinates is given by S = VSDV r. 

Example: structure and dynamics of mannose containing oligosaccharides 

Ε Β. 

r OH r OH Η Β ^ ^ 

-180 0 180 
φ β ( Η 1 - α - Ο χ - Η χ ) 

Elapsed time (ns) 

Figure 3. Chemical structure of the simulated mannose pentasaccharide and 
exploration of representative a(l->2) and a(l->3) linkages. (Adapted from (10) 

© 2001 American Chemical Society) 

As indicated above, residual dipolar couplings provide a useful test of 
theoretical models of conformation. These couplings were measured in the 
pentasaccharide shown in figure 3 (10) using the following methodology. Half 
of the oligosaccharide sample was immersed in a solution of Pf 1 phages, which 
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align along the direction of the magnetic field and induce alignment along the 
long axis of the molecule; see figure 4 for an example conformation of the 
pentsaccharide. The other half of the sample was made up identically but 
without phages. In the aligned sample, residual dipolar couplings exhibit 
themselves as enhancements to the ordinary J-couplings between atomic nuclei. 
Figure 4 shows how typical slices from ! H - 1 3 C HSQC NMR experiments (at 
natural abundance) may appear, with and without weak alignment. Subtraction 
of the couplings measured under these two conditions results in the residual 
dipolar couplings (figure 4). Measurements can be made directly from HSQC 
experiments, and the like, although complex lineshapes due to the plethora of 
proton-proton couplings and strong coupling may make specifically tailored 
techniques more appropriate (4). In the mannose pentasccharide both *H- 1 3C and 
'Η-Ή residual dipolar couplings were measured experimentally (JO). 

Figure 4. Left: shows an example conformation of the mannose pentsaccharide, 
showing the predicted net alignment. Right: two example spectra, one in free 

solution (top), and one in partially aligned solution (bottom). 

A simulation was performed (in aqueous solution) on the linear mannose 
pentasaccharide (10) to obtain a prediction of its structure and dynamics. Figure 
3 shows the exploration of typical a(l->2) and <x(l-»3) linkages, consistent 
with a reasonable amount of molecular flexibility. During this 20ns simulation 
no major changes of conformation were observed. Using the theory of residual 
dipolar couplings shown above it is possible to make predictions from the 
simulations that can be compared with experimental data. Simulations in 
aqueous solution on the nanosecond timescale can produce thousands of 
possible conformers, which (assuming the simulations have been performed for 
long enough) represent a correctly weighted reflection of the potential energy 
surface. Predictions of residual dipolar couplings can be made from such a 
simulation by calculating them for each point in the simulation, using the 
scheme in figure 2 and equation (1), and arithmetically averaging over the 
whole simulation. The result is a set of predictions that can be compared directly 
with those from experiments. This comparison has been performed in the graph 
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Experiment (Hz) Experiment (Hz) 

Figure 5. Correlation between experimentally measured residual dipolar 
couplings and those calculated from molecular dynamics simulations. 
(Reproduced from reference (10) © 2001 American Chemical Society). 

Figure 6. Example static structures for a mannose pentasaccharide, SI, S2 and 
S3. The plots on right show the glycosidic linkage positions on the adiabatic 
energy surface for each mannose linkage . (Reproduced from (10) © 2001 

American Chemical Society). 

of figure 5. It was found that when all linkages are in the conformation shown in 
figure 3, then the agreement with experiment is good. Simulations in other 
conformations had a lower agreement with experimental data (10). 

The agreement with the dynamic model is more surprising when the 
residual dipolar couplings for individual conformers are compared. Figure 6 
shows some examples together with the dihedral angles at each of their 
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glycosidic linkages. While each conformer is within the ensemble of possible 
structures, only SI is in agreement with the experimental data. Therefore, 
although there is a static structure (a "mean structure") that is in agreement with 
the experimental data, slight perturbations away from this can be highly 
inconsistent with the data. The interpretation of its three-dimensional structure 
in terms of a single conformation is unlikely, and will be readdressed in a later 
section when this simulation is compared against relaxation data. 

Example: mixed conformations - branched mannose trisaccharide 

Analysis of simulations of the mannose pentasaccharide led to the 
conclusion that only one locally dynamic structure exists in solution. However, 
in simulations of other molecules it is often the case that multiple, distinct meta-
stable conformers are predicted to coexist. In this section the methodology 
described above is extended to such situations. The mannose trisaccharide 
shown in figure 7 is an example of a molecule predicted by simulations to exist 
in multiple conformations (//). Figure 7 also shows the exploration of the ω-
angle in the constituent a ( l - » 6 ) linkage during 50ns molecular dynamics 
simulations in aqueous solution. 

Figure 7. Left: chemical structure of the branched mannose trisaccharide with 
the a(l->6) linkage labeled. Right: exploration of the a(l->6) mangle. 

Natural abundance one-bond lH-l3C and geminal lH-lH residual dipolar 
couplings were measured for the trisaccharide in figure 7. In particular, the 
NMR experiments were designed to obtain as many couplings as possible 
around the a(l->6) linkage. For example, a geminal and two one-bond 
couplings can be measured at the l->6 linkage methylene group. As mentioned 
above the simulation provided evidence for two conformers at the a ( l - » 6 ) 
linkage, termed gg and gt (77); the alternate tg conformer was predicted to be 
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unstable. The overall geometric shape of these conformers is different and 
therefore they should align differently; the gg conformer is more extended than 
the gt and thus will align more strongly, and contribute disproportionately to the 
residual dipolar couplings (figure 8). 

Figure 8. Calculated alignment tensor for conformations extracted from a 50ns 
molecular dynamics simulation. The two conformations explored during the 

simulation are shown. 

Predictions of residual dipolar couplings were made for each conformer 
independently based on subsections of the simulation shown in figure 7. It was 
found that the two independent conformers had a low correlation with the 
experimental data. However, simulation data in figure 7 indicates that the two 
conformers may be in exchange on the nanosecond timescale; although the 
simulation was not long enough (with one transition) to provide an estimate for 
the relative population of the two conformers. Therefore, the two conformers 
were mixed in different relative populations and the predictions were compared 
against the experimental data. It was found that a mixture of 55% gg and 45% gt 
was the best agreement to the experimental data, and significantly better than 
the individual conformers (11). The utility of residual dipolar couplings for 
characterizing conformer populations is not widely established, and 
consequently comparison with a previous technique is important. Another 
possible means of calculating the rotamer populations at the a(l->6) linkage is 
through vicinal coupling constants, between H5 and the two methylene protons 
in the linkage. Relations between the coupling constants and torsional angle 
have been published previously (12), and accurate measurements of these 
coupling constants could be obtained from one-dimensional proton spectra. 
Using the simulation to yield dynamic information for each of the individual 
conformers and these relations again allowed the rotamer populations to be 
estimated. Although an exact fit could not be found, a population of 36% gg and 
64% gt was predicted. This is not in major disagreement with those predicted on 

  
  



164 

the basis of residual dipolar couplings; the two techniques differing by only 
20% in population prediction. It should be noted, though, that the equations 
used for calculating coupling constants are empirical and may contain 
significant errors. 

Relaxation data from NMR experiments can also be used as a test of 
theoretical models. In this section a theory is described that allows predictions 
of NOESY cross-peaks to be made from simulations (73); prediction of other 
types of relaxation follows relatively straightforwardly. The cross-relaxation 
rate matrix (Γ), sometimes referred to as the relaxation matrix, that determines 
relaxation for Ν protons can be described in terms of a spectral density function 
J((o\ as shown in equation (3), where ω is the angular frequency. 

The relaxation matrix describes relaxation in a complex system of 
interacting protons. In contrast to other methods, such as the independent spin-
pair approximation, this methodology is capable of predicting spin-diffusion and 
explicitly takes account of multiple relaxation pathways. Spin-diffusion is likely 
to occur in carbohydrate NOESY spectra because long mixing times are often 
used to provide measurable cross-peaks, thus it is worthwhile using a full 
relaxation matrix. The predicted NOESY intensities are contained in the 
solution to the differential equation (4), as described below. The solution is 
clearly an exponential, but because Γ is a matrix it must be solved by some 
tricks of linear algebra. First, the relaxation matrix is diagonalized to TD, and the 
diagonal components are used to calculate the diagonal matrix Ξ°, equation (5). 
This is back-transformed to obtain the matrix Ξ, equation (6). 

Predicting N M R relaxation data 

(4) 
dt 

S ^ e x p f - r ^ J where TD =\TTV (5) 

ξ = \ E D \ T (6) 

The matrix Ξ, equation (6), contains the fractional cross-peak intensities, 
assuming the diagonal had a value of 1.0 at zero mixing time. The off-diagonal 
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terms in Ξ contain the cross-peak intensities, and the diagonal terms in Ξ 
contain the NOESY diagonal intensities. All that remains is to calculate values 
for J((Ù), which depends on the motion of the vector joining the two vectors. 
Although it is the Fourier transform of the time correlation function for this 
vector, this can rarely be calculated because it is too complicated. Instead, Lipari 
and Szabo suggested that the spectral density function could be approximated 
from two correlation times, internal ( q) and overall ( rc), and an order parameter 
(S2) describing the mixture of the two (14). 

Equation (7) shows the approximation, which assumes isotropic tumbling, 
among other things; its limitations, however, will not be discussed further in this 
article. With these relations, calculation of NOESY spectra can be reduced to 
estimation of the two correlation times in equation (7) and the distances in 
equation (3). Often it is the case that the true percentage intensity of a cross-
peak is not determined experimentally. A correct methodology would be to 
measure the diagonal intensity at zero mixing time, and use this as 100%. In the 
absence of such a measure it suffices to calculate the ratio between the cross-
peak intensity and the diagonal. This value can also be obtained from theoretical 
calculations because the diagonal intensity is also given in the matrix Ξ. 

Example: studying a trisaccharide with relaxation 

τ (7) 

NOESY PREDICTIONS 

NOE NOE 

iso -ι» το « ffl 12» iaa 
residue and atom residue and atom* experimental predicted'' 

1 H4 I H5 8.0 ±0 .8 3.7 
3 H5 3 HI 08) 2.4 ±0 .2 3.1 
3 H3 3 HI 09) 1.9 ±0.2 1.9 
2 H2 1 HI 4.4 ±0.4 3.1 
3 H5Q9) 1 H5 1.7 f±0.2 2.1 
" Residues F l , 1 and 2 are Fuc, Gal. and Clc, respectively {χ1 -

SS.7,5 points). A NOESY cross-peak was predicted between 2H1 and 
3H4, but could not be observed in the 2D spectra due to overlap. 
'NOESY cross-peaks were normalized against the diagonal peak 
corresponding to the atom described in the second set of columns. 
r Measured intensity multiplied by 1.5 to take account of the anomeric 
α/β population ratio. ''Theoretical calculation, assuming no internal 
motion and isotropic rumbling. r c = 0.31 ns, normalizing against the 
diagonal peak intensity. 

Figure 9. Left: chemical structure of the fucosylated trisaccharide and 
exploration in molecular dynamics. Right: the calculated NOESY cross-peak 

intensities. (Reproducedfrom (15) © 2004 American Chemical Society). 
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A simulation was performed on a fucosylated trisaccharide, shown in figure 
9, in aqueous solution for 50ns (15). The data extracted from the simulation was 
used as a basis for calculation of the NOESY spectra, using the methodology 
described above. In this case, due to lack of additional information, the order 
parameter was set at 1.0. Simultaneously, NOESY spectra were recorded on the 
same compound with a mixing time of 800ms. The theoretical and experimental 
NOESY cross-peak ratios are shown in figure 9. It is evident that, even with the 
approximations used here, the NOESY data is in trend agreement. In particular, 
a cross-peak is predicted between H5 protons on residues at the two extremes of 
the molecule, which is also seen experimentally, and is a good conformational 
indicator. This is evidence that the conformation predicted theoretically is 
similar to that existing in solution. 

Combined use of residual dipolar couplings and relaxation 

Residual dipolar couplingsc 
Relaxation Α α - H I « 2.9 ».j 7 & 

A C 2 - H 2 6.9 9.7 1.0 -17.4 

NOESY τ. prcdcln cxpil Β Π - H I 
cross-peak simulation (ps) (% diagonal) (% diagonal) JglJ} 

B H 1 - A H 2 0.57 35 2.0 1.9 DCl-Hl 
Ç H I - B H 3 0.76 36 2.6 2.3 l&-m 

E C 3 - H 3 

A C 3 - H 3 -14.3 -13.7 7.6 10.0 -13.3 -6.0 
A C 4 - H 4 -13.9 - 1 1 2 6.6 9.6 -13.7 -6.4 

. A C 5 - H 5 -11.9 -12.3 8.4 9.3 -14.0 -6.3 

3.4 
4.4 

D H 1 - C H 3 0.76 33 2.7 3.4 
E H I - D H 3 0.70 41 1.8 2.6 E C 4 - H 4 

OS 5 "A V* -5 -il « -S - Β 
?m-ES55 ο?2 S M u ?„",':£ z\î :!:? 15 "S "Β 
B H I - B H 2 0.87 26 1.9 1.5 Γ.Η2-Η3 3.3 3.2 2.6 -6.0 2.6 1.4 
C H I - C H 2 0.90 30 1.9 2.0 J " J-J " | J _\i Zfi 
D H . - D H 2 0.84 28 1.8 10 Sgl» "ij " j j "JJ _ 0 i ^ -S 
E H 1 - E H 2 0.57 33 1.0 1.1 A H l - P H l -0.8 -3.4 -6.0 - 5 0 -0.8 -0 .5 

Figure 10. Experimental data and theoretical predictions for NOESY cross-
peaks and residual dipolar couplings. (Reproduced from (10)© 2001 American 

Chemical Society). 

In contrast to static models, the internal parameters that constitute a dynamic 
molecular model frequently outnumber the observables that can be obtained 
from a single experiment. Therefore, it unlikely that a single experimental 
technique will be sufficient to comprehensively test a dynamic model, and it is 
preferable to use multiple experimental techniques when investigating 
dynamics. Ideally, each experimental technique should be complementary to the 
others and hence provide significant new information. Two such techniques are 
NMR residual dipolar couplings and relaxation, which detect global and local 
dynamics respectively. 

Simulations of the mannose pentasaccharide (figure 3), discussed 
previously, were found to be in agreement with residual dipolar couplings 
(figure 10, dynamic model Ml). Although a static structure was also found to be 

  
  



167 

in agreement with this experimental data (figures 6 and 10, model SI), it proved 
incapable of predicting the NOESY experimental data using the theory 
described above. However, the simulation was effective in predicting the 
NOESY data, while simultaneously being able to predict the residual dipolar 
coupling data, as shown in figure 10. Therefore, although a static structure may 
be capable of describing the data produced by a single experimental technique, 
it may not be able to predict the results from multiple types of experiments. This 
is because each experiment produces a different average measure of dynamics. 
On the one hand, residual dipolar couplings sense average changes in overall 
shape, and local bond motions. One the other hand, NOESY senses average 
local distances and dynamics, as well as the overall molecular tumbling. To 
agree with both sets of data a dynamic model is necessary, which is averaged 
according to the relevant theory. According to the experimental data presented 
here the mannose pentasaccharide has a dynamic, rather than static, structure 
and the molecular dynamics simulation appears to be a reasonable model of this. 

Figure 11. Left: the fucose pentasaccharide, with the sugar labeling 
nomenclature. Right: two conformations of the a(l->2) fucose linkage. 

It is apparent that some experimental techniques may be better at 
characterizing particular types of molecular conformation and dynamics than 
others. This can be exemplified by studying the fucosylated oligosaccharide 
(shown in figure 11) with both residual dipolar couplings and NOESY. With the 
aim of characterizing the fucose conformation, residual dipolar J H- 1 3 C one-bond 
couplings were measured for this molecule (again with the aid Pfl phage). 
Simulations showed that the oligosaccharide core (the sugar residues other than 
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the fucose) were likely to form a rather extended conformation. Therefore, 
according to the theory described previously, this linear, elongated core should 
dominate the alignment. Comparison of the simulation with the residual dipolar 
couplings showed this to be the case (figure 12). However, with this alignment, 
two likely conformations of the fucose residue (see figure 11) are 
indistinguishable from measurements of residual dipolar couplings (RDCs). To 
resolve this, molecular dynamics simulations were performed on the fucosylated 
pentasaccharide in these two conformations, and cross-relaxation was measured 
from NOESY spectra. Analysis of the theoretical data shows that only one of 
the two conformers shown in figure 11, labeled (a) with y=0°, is consistent with 
both sets of experimental data. Consequently, the simulation of this conformer is 
in agreement with the combined experimental data, as found for the mannose 
pentasaccharide described above. However, in this case, the residual dipolar 
couplings alone are not sufficient to pin down the likely conformation, and 
again shows the advantages of using multiple experimental techniques. The 
result is a realistic dynamic model of the molecule, where the fucose termini is 
in a relatively ordered conformation, consistent with its function as a 
recognition motif for proteins. 

NOE NOE 

residue & atom residue & atom* experimental ψ = 0 β ψ = 180° · 
F l H2 F l HI 5.5 ± 0 . 6 6.9 8.7 
F l H5 F l HI 0.6 ± 0 . 1 0.4 0.6 
F l H3 F l H5 4.9 ± 0.5 6.5 6.1 
F l H4 F l H5 5.8 ± 0.6 7.5 6.9 
1 H5 1 HI 6.2 ± 0.6 6.8 7.9 
1 H2 1 HI 2.5 ± 0 J 1.8 2.4 
1 H3 1 HI 5.7 ± 0.6 5.0 4.9 
1 H4 1 H5 5.8 ± 0.6 7.2 6 6 
2 H2 2 HI 2.2 + 0.2 1.8 1.9 
2 H3 2 HI 7.0 ± 0.7 2.1 3.5 
2 H5 2 HI 7.7 ± 0.8 9.9 9.0 
4 H3 4 HI 3.0 ± 0.3 4.0 4.0 
4 H5 4 HI 7.8 ± 0.8 6.4 7.0 
1 H2 F l HI 6ϋ±0.7 5A 0.9 
1 H3 F l HI OS ±0.1 0.7 43 
1 H2 F l H5 L3±0.1 2.4 0.5 
2 H2 F l H5 6.8 ± 0.7 4.7 0.0 
2 H4 F l H5 0.6 ± 0.1 2.5 0.0 
2 H3 1 HI 5.7 ± 0.6 5.6 4.3 
3 HI 2 HI 0.4 ± 0.1 0.3 0.3 
3 H3 2 HI 11.5 ± 1.2 9.8 9.5 
3 H4 2 HI 0.8 ± 0 . 1 1.1 1.1 
3 H3 2 H5 0.5 ± 0.1 0.9 0.7 
4 H4 3 HI 11.0 ± 1.1 11.3 9.6 

residue & atom residue & atom 
RDC 

experiment 
RDC 

theory 
F l CI F l HI -20.4 -20.7 
F l C2 F l H2 1.6 4.8 
F l C3 F l H3 2.7 4.5 
F l C4 F l H4 -19.3 -18.8 
F l C5 F l H5 6.6 S.9 
1 CI 1 HI 1.1 -1.6 
1 C2 1 H2 4.8 1.4 
I C3 1 H3 3.1 -0.4 
1 C4 1 H4 15.5 5.5 
2 CI 2 HI 19.0 14.8 
2 C2 2 H2 21.3 17.0 
2 C3 2 H3 22.0 19.5 
2 C4 2 H4 20.4 17.6 
2 C5 2 HS 17.7 17.1 
3 CI 3 HI 13.0 9.7 
3 C2 3 H2 10.9 10.1 
3 C3 3 H3 13.0 11.6 
3 C4 3 H4 -0.1 2.5 
3 C5 3 H5 8.2 10.5 
4 C2 4 H2 0.2 1.8 
4 C3 4 H3 2.9 2.2 
4 C4 4 H4 3.6 4.7 
4 C5 4 H5 6.5 3.4 

Figure 12. Comparison of experimental data andtheoretical predictions for the 
oligosaccharide in figure 11; NOESY (left) for ψ=0°, 180 "and RDCs (right) for 

ψ=0°(adaptedfrom (15) © 2004 American Chemical Society). 

Summary 

This article describes methodologies for calculation of experimental 
parameters from molecular dynamics simulations. In particular, it is shown how 
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a simple model of alignment can be used to predict residual dipolar couplings 
and how a suitably calculated relaxation matrix can be used to make predictions 
of NOESY spectra. These predictions can be used to test dynamic models 
against experimental measurements. However, individual experimental 
techniques can have limitations and idiosyncrasies. Residual dipolar couplings, 
for example, provide global molecular information, but may not provide an 
unambiguous characterization of conformation. Relaxation, on the other hand, 
provides only local information, and may provide not information for certain 
regions of the molecule if NMR active groups are sparse. Dynamic models are 
also inherently complicated and possess many internal parameters, and hence it 
is advantageous to use multiple experimental techniques to test them. Suitable 
application of these techniques allowed dynamic models of oligosaccharides 
containing mannose and fucose to be tested, providing new views of these 
molecules that can be used to infer and interpret their biological functions. 
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Chapter 9 

Structural Insights: Toward a Molecular 
Comprehension of the GH13 Amylase Specificity 

Gwénaël le André-Leroux 

INRA-Institut Pasteur, 25 rue du Dr Roux, 75724 Paris Cedex 15, France 

Despite the fact that the α-amylase family (GH13) displays a 
similar (α/β) 8 architecture and a consensus α-retaining 
mechanism on the α-D-glucose polymer, the whole family of 
α-amylase enzymes displays a wide range of reactions. Our 
hypothesis is that hydrolysis vs transglycosylation could be 
governed by specific amino-acid residues located at subsites 
-1 and +1 but this hypothesis lacks i) structural comprehension 
at a molecular level and ii) mutational support (2). This 
chapter is dedicated to structural characterization and binding 
studies of the starch / glycogen branching and debranching 
enzymes. A relevant exploration of the binding of the two 
enzymes that used linear and branched oligosaccharides has 
identified two signature motifs which are highly conserved 
within each subfamily. They could act as finger prints that 
could create an extra sugar binding space at the catalytic 
subsites -1 and +1 of the branching enzyme. Finally, natural but 
pivotal mutations reveal the wide array of catalytic 
specificities within family GH13. 

170 © 2006 American Chemical Society 
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The α-amylases family 13 (I) fhttp://afmbxnrs-mrs.fr/CAZY/) is a large and 
highly studied family of enzymes that displays a conserved (α /β) 8 architecture 
and an α-retaining catalytic mechanism on the α-D-glucose polymer. Among 
them, the starch/glycogen branching enzyme (a-(l,4)-glucan: a-(l,4)-glucan 6-
glucosyl-transferase; EC 2.4.1.18) (BE) 1 and the starch/glycogen debranching 
enzyme (glycogen 6-glucanohydrolase; EC 3.1.68) (DBE) 1 provide the structure 
and solubility of starch in plants or of glycogen in animals and bacteria. 
Accumulation of insoluble glycogen in the cell is known as glycogen storage 
disease type IV (GSD IV) and is caused by mutations in the B E gene (3). 
Mutations of the impaired enzyme prevent the formation of the branch point thus 
leading to an insoluble polymer in the liver, the muscular tissues and the 
peripheral and central nervous system. The branching enzyme excises the 
terminal section of a pre-existing a-(l,4) linked chain and transfers the resulting 
glucan fragment to an acceptor glucan chain, creating an a-(l,6) glycosidic 
linkage. The debranching enzyme, also called isoamylase, catalyzes the 
hydrolysis of a-(l,6) glucosidic linkages, specific to amylopectin and glycogen. 
Both enzymes are among a few members within the glycosyl-hydrolase family 
that are able to accommodate sugars in the a-(l,6) position. 

In general, the first step of catalysis consists in the cleavage of the 
glycosidic bond between subsites -1 and +1, leading to a covalent intermediate at 
subsite -1 and the departure of the leaving group. In the branching enzyme, the 
cleaved glycosidic bond is a-(l,4), whereas in the isoamylase it is an a-(l,6) 
bond. The sugar chain of the covalent intermediate is called the donor sugar and 
is bound at the donor site, starting at subsite -1 to -n. In the next reaction step, an 
acceptor molecule replaces the leaving group and occupies the acceptor site from 
+1 to +m. The acceptor is a water molecule in the hydrolysis reaction and a 
sugar molecule in the transglycosylation reaction respectively. On the basis of 
this reaction mechanism, the α-amylase specificity can be ascribded to 
donor/acceptor site affinities. For example, CGTases have acceptor specificity 
since they display a -100 fold higher affinity for free sugars compared to a water 
molecule, thus favoring the transglycosylation or disproportionation reactions vs 
hydrolysis (4). Similarly, the branching enzyme that favors sugar as acceptor 
displays transferase activity whilst isoamylase that favors the water molecule 
thus shows hydrolytic activity. 

Branching and debranching enzymes are folded into modular domains, one 
or more NH2 terminal domain, a carboxyl-terminal domain and a central (α/β) 8 

  
  

http://afmbxnrs-mrs.fr/CAZY/


172 

catalytic domain. To date, native structures of one branching and one 
debranching enzyme have been solved by X-ray diffraction (S, 6). The E. coli 
branching enzyme contains 728 residues. The crystallographic structure displays 
a truncation at amino acid 112 and two disordered regions: 361-373 and 414-
429. From chimeric studies, the COOH-terminal domain is involved in the 
substrate preference and catalytic capacity, while the NH2-terminal domain is 
deeply involved in the length of the chain transferred, ranging from 5 to 23 
glucose units (7). The 3D structure of Pseudomonas amyloderamosa isoamylase 
has 750 amino-acid residues and an additional novel domain in the N-terminal 
region. Despite the fact that the two enzymes are structurally similar as they both 
miss the oc5 helix and show additional turn in helices α la, ct6a ,a7a compared to 
the regular catalytic barrel, they evidence differences in the loops surrounding 
the active site. These loops, significantly shorter in B E , could be responsible for 
the distinct catalytic properties between the two enzymes. The catalytic triad in 
E.coli B E is numbered D BE405, E BE458 and D B E 526, its isoamylase homologue 
is numbered D D B E 375 , E D B E 4 3 5 and D D B E 510 respectively (numbering without 
the promoter region). 

To gain molecular understanding of α-(1,4)/α-(1,6) hydrolysis vs. ct-(l,4) 
transglycosylation specificity, we combined ID sequence analysis and extensive 
3D computational docking. Various substrates from short linear to branched long 
sugar chains were optimally docked in E. coli B E and Ps.amyloderamosa 
enzyme. Signature motifs that are structurally involved in the binding were 
identified from the sequences and mapped onto the structures. Interestingly, both 
variations in substrate docking and differences in sequence patterns could be 
ascribed to the subsite specificity. The chapter will focus on understanding the 
specificity of branching and debranching enzymes in order to improve the 
comprehension of the wide range specificities of amylases, neopullulanases, or 
CGTases in general. 

Computational modeling 

Bioinformatics 

For retrieval of primary sequence, we used SRS at the EBI (8) 
(http://srs.ebi.ac.uk). The G L G B E C O L I sequence was used as a query for a 
Blast exploration of the whole Swall databank. The default parameters were 
used: score matrix Blosum62 and Ε value 10,000. Similarly, the ISOA_PSEAY 
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sequence was used for a Blast query. The two queries were combined as a merge 
with no redundancy. A clustalW analysis was performed on the set using the 
following parameters: aligned sequences order, slow pair wise algorithm, 10-gap 
penalty and 0.05 gap extension. From the set of aligned sequence families, 
clusters of α-amylases appeared with highly conserved regions. We analyzed the 
most similar sequences inside these clusters. 

Molecular modeling 

Molecular modeling was carried out on Silicon Graphics computers with the 
Accelrys packages (Accelrys. Inc, San Diego, C A , USA). Molecular displays 
and energy minimizations were performed with Insight II, using the Biopolymer 
and Discover modules respectively. For all calculations, the CFF91 force field 
and the steepest descent algorithm were selected. This force field is adapted to 
the protein / polysaccharide interaction studies and has been widely used (9 -11). 

Coordinates of enzymes 

X-ray coordinates are very useful in attempting to deduce the catalytic 
mechanism of enzymes so they have been used as the starting point of our 
modeling study. The crystal structures of the E. coli branching enzyme and the 
Ps. amyloderamosa debranching enzyme were solved by X-ray crystallography 
diffraction at 2.3 A (5) (RCSB id: lm7x) and 2.2 A (6) (RCSB id lbf2) 
respectively. To save cpu time, the two enzymes were truncated at their C-
terminal domain. The lm7x.pdb structure displays two truncations, due to 
crystallographic disorder, at loops 3 and 4, from S360 to T372 and from R413-
G428 respectively. However they are located in the catalytic (α /β) 8 barrel and 
the bestfit (GCG) provides a nice alignment with the isoamylase b£2.pdb whose 
3D structure is well defined in those regions (data not shown). The missing parts 
of the truncated loops could be homology modeled. They were then refined by 
successive rounds of minimization. 

Coordinates of complexes 

Maltose and isomaltose were positioned to span subsites -1 and +1 of the 
active sites (11-13). Those oligosaccharides are known from the literature to 
display four and six low energy conformations respectively (14, 15). These 
conformations were tested in the environment of the active site of the two 
enzymes. The best docking for each dimer was kept. Then, stepwise binding of 
glucose moiety, linked in a-(l,4), was performed. To reduce the number of 
solutions (in theory 4x4n" ! for a linear chain with η residues added), only the 
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conformations that could combine hydrogen bonds, van der Waals interactions 
and no big steric clashes with the cleft of the enzymes were kept. During 
minimization, the backbones of the proteins were fixed to preserve their integrity 
whereas the side chains and the glucosyl residues were completely free to adapt. 
The potential energies of enzyme and substrate were evaluated and their 
interaction energy too. Eventually through this set of energetic parameters, the 
complexes were selected, the amino-acid residues involved in the subsites were 
listed and the subsite affinities were measured. We ended up with a complete 
filling of the catalytic crevice with a final amylose or glycogen fragment. 

Discussion 

Homology modeling of BE loops 3 and 4 

B E (lm7x) loops 3 and 4 that lack 11 and 15 amino acid residues 
respectively display a folding in respect to their template fragments of D B E 
loops 3 and 4. At this stage, both enzymes share a complete (α/β) 8 catalytic 
barrel with a superimposed catalytic triade as shown on Figure 1(a) and (b). 

Maltose and isomaltose docking 

Maltose and isomaltose represent the shortest units of linear amylose and 
branched glycogen homopolymers respectively. Their docking in the catalytic 
site, spanning subsites -1 to +1 of B E and D B E , shows a binding that is in 
agreement with the experimental data. The branching enzyme displays a slightly 
stronger docking energy for the maltose than for the isomaltose. Similarly, the 
isoamylase favors a better docking energy for isomaltose than for maltose. 
However in both cases, the energy is not high enough to assure the affinity 
required for a real substrate, showing that maltose and isomaltose are poor 
ligands, i f not weak inhibitors. Besides, the interaction energy difference 
between the two enzymes and their ligands is not discriminating enough to be 
relevant. The catalytic residues plus the amino acids involved in the hydrogen 
bond and van der Waals network display similar side-chain positioning. Only 
two exceptions were noticed for the highly conserved histidine residues H B E340, 
H B E 525 and H DBE297 and H D B E 509 for B E and D B E enzymes respectively. At 
this stage, it is delicate to hypothesize on the specificity of hydrolysis vs 
transglycosylation. Could a longer substrate explain this specificity? 
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Docking ofGIO1 and G12 

In Ρs.amyloderamosa D B E , the substrate was stepwise a-(l,4) elongated 
apart from the initial isomaltose, in strict accordance with the allowed (φ, ψ) 
values. A G10' that occupies subsites -5 to +5 was bound. It showed no ring 
distorsion and a good docking energy. Strong π hydrophobic patches buoy the 
binding: namely YDBE444 at subsite +3, W D B E 437 at subsite +2, Y DBE250 which 
is strictly conserved at subsite -1, YDBE595 at subsite -2 and W D B E304 at subsite -
5, see Figures 2(a), 2(b). Tyrosine, tryptophan and phenylalanine residues are 
known to act as strong sugar binders (9, 16-18). Moreover, they are significantly 
more numerous than in other α-amylases (9, 18). Y D B E250 , W D B E437 and 
YDBE444 belong to strictly conserved regions in D B E . Besides the van der Waals 
interactions, several hydrogen bonds can bind the substrate in the crevice. It is 
not the first time that such a long substrate is shown to bind at a subsite located 
far from the α-amylase active site (18). It has also been shown that a remote 
subsite like subsite -6 in CGTAses can control the transferase/hydrolysis activity 
of the enzyme (19). Here, beyond subsite -5, the catalytic cleft could not accept a 
non-reducing end around DP 6-9 as it would not accommodate the crevice and 
would result in strong steric clashes. Particularly, WDBE304 could act as a flap 
that could border out the donor site. For a much longer chain, the substrate could 
be flexible enough to accommodate, in part, in the crevice. On the other hand, 
the propagation at the reducing end reaches the end of the barrel with no residue 
collision. 

Similarly in the E.coli BE , the substrate was stepwise a-(l,4) elongated 
apart from the initial maltose, in strict accordance with the allowed (φ, ψ) 
values. Our strategy revealed a possible binding of a G12 that contains no ring 
distortion and spans from subsites -7 to +5 (see Figure 4). Hydrophobic π 
patches that are located exclusively on the donor site strongly fix the 
maltododecaose at its non-reducing side. The donor site can bind at least 7 
glucose moieties, in agreement with the experimentally evaluated chain transfer 
of DP 5-16 (20) or DP 8-14 (21). A n even stronger experimental approval is the 
inhibiting effect of B A Y e4609, an acarbose like inhibitor with a non-reducing 
end of 7 glucose residues (22). The donor site contains the strictly conserved 
Y B E 300 at subsite -1, F B E 294 at subsite -4 and FBE346 at subsite -7. Beyond this 
point, the elongation could reach the N-terminal domain with no steric collision 
(see figure 3). This propagation direction is once more consistent with the 
experimental data as the N-terminal domain shows a role in the DP length 
transfer. Indeed, the truncation of 112 amino acids at the N-terminus changes the 
chain transfer pattern of this glycogen branching enzyme (7, 16). 

  
  



177 

Figure 2. Docking of the GW in DBE (a). Details of the π stackings (b). 
(See color page 1 in chapter.)   
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Figure 3. Docking of the G12 in BE (a). Details of the π stackings (b). 
(See color page 2 in chapter.) 
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To summerize, the E.coli B E exhibits a two subsites longer donor site [-1; -
7] compared to the Ps.amyloderamosa one [-1; -5]. Both enzymes display an 
equal length for their acceptor site. However, D B E shows several π stacking 
interactions at the acceptor site whereas B E lacks such interactions, actually 
rendering the acceptor site slightly less strong. It can be reasonably hypothesized 
that the π stacking patches which are numerous along the crevice of the D B E 
could sensitively stabilize the binding of the more flexible a-(l,6) substrate 
compared to a-(l,4) substrate. 

At this stage, two questions remain to fully comprehend the hydrolysis vs. 
transglycosylation specificity: 

i In D B E , the donor site is fully occupied by a glycogen like branch (G6); 
however, the docking of the linear a-(l,4) main chain remains to be modeled. 
What could favor the entrance of a water molecule to act as the nucleophile? 
ii In B E , what would favor a sugar acceptor over a water molecule to act 
as a nucleophile and transfer the 0 6 · of its non-reducing end to the C i of the 
donor oligosaccharide so that a branch is created? 

Role of subsites -1 and +1, subsite +Γ ending 

Starting from the isomaltodecaose G10', a a-(l,4) elongated DP6 was 
docked in the catalytic cleft, in tight accordance with the (φ, ψ) values and the 
branching point constraints. The two non-reducing ends of the branched 
substrate actually occupy two grooves, covering almost the whole (α /β) 8 barrel. 
The first groove is the known catalytic cleft with the branch chain in the donor 
site. A second groove is identified for the first time. It shows numerous hydrogen 
bonds but no aromatic π stacking patches. The substrate avoids local glucose 
ring distortion and keeps the native helical chain shape. Hence, the binding 
shows agreement between the conformation of the native substrate and the 
structural features of the twin cleft (see Figure 4 (a)). 

The glycogen fragment accommodates its branch α-(1,4)/α-(1,6) at subsites 
-1 and +1. No other connection seems energetically possible due to the glycogen 
branch constraints (77, 72). The Figure 4 (b) highlights the so-called "junction 
region" that describes subsites -1, +1 and +2. Interestingly, it shows this region 
as composed of two of the four segments highly conserved within α-amylases. 
The regions that are known in α-amylase as region 1 and 2 are respectively 
D293VVYNH297T and R373FD375LASV, in Ps. amyloderamosa numbering, where 
D375 is the catalytic nucleophile. Site-directed mutations of the latter motif which 
is conserved as R X D A V K H in CGTases showed activity change between 
cyclization over hydrolysis (23). Similarly the mutation E332Q (Thermus 
maltogenic amylase numbering) of the equivalent region, R L D V A N E in 
maltogenic amylases, neopullulanases and cyclodextrinases, results in an activity 
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Figure 4. Docking of glycogen fragment in BE (a). The ifjunction region" (b). 
(See color page 2 in chapter)   
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change from trans-glycosylation to hydrolysis (24). The authors suspected that 
an acidic side-chain located at this position could play a pivotal role in the 
formation and accumulation of transfer sugar and could thus modulate the ratio 
of hydrolysis vs. transglycosylation. Besides, they observed that the side chain of 
this residue is located in a pocket partly formed by region 2. The acidic side-
chain could be involved in aligning the acceptor molecule to compete with a 
water molecule in the nucleophilic attack of the glycosyl-enzyme 
intermediate.Moreover, a second extra sugar-binding site has also been 
identified in Bacillus stearothermophilus neopullulanase. It is located at subsites 
-1 and +1 and involves the conserved region 2. In this enzyme, this residue is 
also highly suspected to participate to the acceptor site (25). 

A homologous region is also highly conserved in bacterial branching 
enzymes where the motif R V D A V A S describes region 2. It corresponds to 
R403VD405AVAS in E. coli numbering. From a structural point of view, this 
region corresponds to a large pocket in E. coli B E , located within hydrogen 
bonding distance to subsites -1 and +1 (see Figure 5 (a)). As highlighted in 
figure 5 (b), the corresponding sequence in D B E is not a pocket but a wall. 

The cavity exploration through our extensive docking studies showed that 
maltose and maltotriose moieties could accommodate this space with no ring or 
glycosidic linkage distortions. The docking is well maintained through hydrogen 
bond and electrostatic interactions. The acceptor site could extend to the interior 
of the pocket with extra subsites numbered +Γ, +2' and +3'. This could occur 
without weakening the binding of the substrate at the donor site. More 
interestingly, the lowest energy conformation evidenced the 0 6 atom of the 
glucose at subsite +Γ as pointing directly towards the C\ of the donor sugar and 
located within 2 Â (see Figure 6). From the active site topology and our 
molecular modeling docking, we hypothesized that this extra space could favor 
the repositioning of the leaving group while preventing a water molecule from 
entering in the cleft and act as the nucleophile. The leaving group would 
sequentially accommodate the extra pocket and become the neo-incoming sugar 
acceptor. By acting as the nucleophile, it would favor the transglycosylation to 
obtain an intra molecular a-(l,6) bond. This pocket which is partly conserved in 
CGTases and neopullulanases would be a finger print of B E . 

Conclusion 

Besides the binding affinities at the donor and the acceptor sites, the ct-(l,4) 
hydrolysis vs. a-(l,6) transglycosylation could be due to a subtle docking energy 
balance during the catalytic event. The energy variations between the two 
binding sites could drive first the docking of an a-(l,4) substrate and its 
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Figure 5. DA VAS pocket in BE (a). DLASV wall in DBE (b). 
(See color page 3 in chapter.) 

Figure 6. Subsites + / ' and -1 of BE designedfor a a-(l, 6) transglycosylation? 
(See color page 3 in chapter.) 
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"classical" cleavage at subsites -1 and +1. Then the leaving group could 
reposition in the extra pocket, particularly at subsite +Γ. Finally, it could 
participate to the formation of the intra molecular a-(l,6) bond with the sugar 
donor covalently bound at the donor subsite. 

Neopullulanase or maltogenic amylases are known to have abilities to 
hydrolyze and transglycosylate a large panel of bonds from a-(l,3) to a-(l,6). 
Moreover, they are very active on rather short substrates like cyclodextrins (26). 
They share a conserved sequence in region 2 and interestingly display a pocket 
that belongs to the close vicinity of the catalytic subsites -1 and +1. But their so-
called pocket has a major difference compared with the one of the branching 
enzymes. This difference is not only due to sequence and topology discrepancies 
but mainly to their oligomerization state. Indeed, the extra space could be 
formed in part during the in vivo homodimerization of the enzymes (25). 

The α-amylases that strictly bind and hydrolyze a-(l,4) linkage do not 
display such extra space. They do no evidence multimerization either. Their a-
(1,4) disproportionation capacity would be due to a high concentration of 
substrate or inhibitor. In that case, such high concentration that is much higher 
than physiological condition would reverse the enzymatic reaction (27). 
Isoamylases that strictly hydrolyze the a-(l,6) linkages do not display such extra 
space either despite some experimental data referencing multimeric organization 
(28). Their ability to bind an a-(l,6) linkage could be greatly due to their Y -
shaped groove that is adapted to accommodate a branched substrate. Actually, 
the two depressions which connect themselves at the active site plus the 
hydrophobic patches that are disseminated all along the enzyme surface could 
participate to the binding of this flexible substrate. 

Among the regions that are conserved in α-amylases, region 2 is the 
differential factor that could be critical to modulate the hydrolysis over trans
glycosylation reactions. The D A V A S sequence of B E deserves rational mutation 
to get to D L A S V , signature pattern of D B E . Ideally, one can expect the catalytic 
characteristics of D B E . Similarly, the rational design of D A V A S to obtain 
D V A N E which is the signature of neopullulanases region 2 could favor a-(l,6) 
hydrolysis over transglycosylation. A l l those rational mutations are already under 
process in our laboratory. 
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Chapter 10 

QM/MM Simulations of Carbohydrates 

Abdul-Mueed Muslim1, Jonathan P. McNamara2, Hoda Abdel-Aal1, 
Ian H. Hillier2, and Richard A. Bryce1,* 

1 School of Pharmacy and Pharmaceutical Sciences, 
University of Manchester, Manchester M13 9PL, United Kingdom 
2Department of Chemistry, University of Manchester, Manchester 

M13 9PL, United Kingdom 

Hybrid quantum mechanical (QM)/molecular mechanical 
(MM) molecular dynamics simulations were used to 
investigate disaccharide conformation in aqueous solution. 
In vacuo and aqueous solution conformational free energy 
surfaces were constructed from potential of mean force 
calculations, using weighted histogram analysis of 
combined Q M / M M molecular dynamics simulations of 8.5 
ns and 13.5 ns respectively. Calculations indicated the 
presence of direct and water-bridged intersaccharide 
hydrogen bonds, the latter consistent with a broad range of 
φψ space. To improve the accuracy of the description of 
carbohydrates by semi-empirical Q M methods, we also 
detail our work on reparameterization of the PM3 
Hamiltonian. This is based on fitting to 1,2-ethanediol 
structures and energies. Application of the resulting 
model, PM3CARB-1 , to modeling of glucose is discussed. 
Improvement in energetic ranking of 4C1 and 
1C4 conformations was found. Q M / M M dynamics 
simulations of a disaccharide using PM3CARB-1 did not 
exhibit transitions from 4C1 to 1C4 structures. 

186 © 2006 American Chemical Society 
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With advances in glycobiology, the complex and significant role of 
carbohydrates is being elucidated at the physiological and molecular levels. 
Carbohydrates are found as oligosaccharides, polysaccharides, 
proteoglycans, glycoproteins and glycolipids, and are implicated in a wide 
range of processes, many involving cell-cell interactions. For example, 
regulation of intercellular signaling pathways for embryonic cell fate 
decisions involves fucose-specific GlcNAc-transferases, known as "Fringe" 
proteins. The complexity of carbohydrates is reflected by the number of 
constitutional isomers. A trisaccharide, for example, can form 119,736 
isomers from a pool of nine possible monosaccharides; a tripeptide, with 20 
possible amino acid constituents, can form only 8000 isomers.1 In actuality, 
there are greater than 100 known monosaccharides.2 Beyond constitutional 
isomerism, carbohydrates are also conformationally flexible. For a linear 
polysaccharide of η monomers and assuming three staggered orientations for 
rotatable single bonds, the number of potential rotamers increases as 36n. 
Thus, for maltose, there are over half a million possible conformations; for a 
trisaccharide, the number of conformers potentially contributing to the 
equilibrium population increases to greater than a third of a billion. It is 
perhaps unsurprising that given this constitutional and conformational 
flexibility, carbohydrates have been proposed as informational bridges,3 

spanning at a molecular level the acknowledged gap in complexity of the 
genome relative to the human brain. 

Carbohydrate flexibility presents a considerable challenge to 
experimental and theoretical approaches to structural characterization. This 
may in part be responsible for the arguable lag in computational modelling 
approaches applied to carbohydrates relative to nucleic acids and proteins.4 

To permit evaluation of the many accessible conformers, conformational 
analysis demands a computationally efficient potential energy function. In 
this regard, classical force fields employing fixed charges have been the 
mainstay of biomolecular modelling. In the case of carbohydrates, however, 
describing the correct physical behaviour of these polar molecules, which 
incorporate stereoelectronic subtleties (anomeric, exo-anomeric and gauche 
effects), has been somewhat problematic at the molecular mechanical level; 
for example, this is evidenced by several reparametrizations of the widely-
used force fields, A M B E R 5 " 1 0 , C H A R M M 1 1 1 2 and O P L S . 1 3 ' 1 4 

Hybrid Q M / M M calculations on carbohydrates 

Ideally, carbohydrates should be modelled in electronic detail, 
incorporating both intrinsic and external influences on electronic structure, 
and thus, their effect on molecular conformation and condensed phase 
behaviour. For example, calculations have estimated that electric 
polarization due to aqueous solvent contributes 10-20% of the solute-solvent 
interaction energy.15 With many hydrogen bond donor and acceptor groups, 

  
  



188 

carbohydrates experience directional polar interactions with environments 
such as aqueous solvent or protein clefts. To enable appropriate coupling to 
this environment, it is possible to employ hybrid potential energy functions, 
combining an inner region described at a quantum mechanical (QM) level of 
theory (for example, the carbohydrate) with an outer region (for example, 
solvent) modelled at a molecular mechanical (MM) force field. One type of 
hybrid Q M / M M approach is afforded by the O N I O M framework of 
Morokuma. 1 6 Here, the total energy of the system, E ° f O M { Q M m 4 \ is 
obtained from three separate computations, two of which are performed at 
the less intensive M M level of theory: 

£ ONIOM (QM.MM) r inner . / Γ β / / rinner \ / i \ 
tot = LQM ~ t )MM U J 

where E ^ r is the energy of the inner region, treated at a Q M level of 

theory. The second and third terms refer to the total M M energy of the entire 
system and the inner region respectively. In this scheme, generally called 
'mechanical embedding', there is no polarization of the inner Q M region by 
the outer M M one, the interaction between the two regions being evaluated 
at the M M level. 

Although the ONIOM scheme has not been directly applied to 
carbohydrates in a Q M / M M context, it has been applied to calculation of 
N M R chemical shifts in β-D-glucose, using a combination of Q M levels of 
theory.17 A n interesting variant of O N I O M has been applied by French et al 
to calculation of carbohydrate φψ maps in aqueous solution1 8 and to 
computation of protein-bound distortion energies of carbohydrates.19 Here, 
the inner region is based on the sugar backbone. For example, for sucrose, 
an analogue based on linked tetrahydropyran and tetrahydrofuran moieties is 
used. For each φψ calculated for the analogue at the Q M level, many M M 
evaluations are performed to explore the hydroxyl and primary 
hydroxymethyl conformations of the sugar. The total energy of the sugar as a 
function of φψ is then obtained post facto from E q . l . Thus, the approach 
allows Q M treatment of the sugar backbone, accounting for the overlapping 
anomeric effect found in sucrose. Although the myriad permutations of the 
O H and C H 2 O H groups are considered, the interaction of these groups with 
the Q M ring is considered only at the M M level. Thus, explicit polarization 
of the ring due to its polar pendant groups is omitted. 

An alternative hybrid Q M / M M approach is to couple directly the Q M 
inner region with the M M outer environment.20 Here, the total energy, Em, 
can be written as as the sum of the energy of the inner Q M region, the outer 
M M region and the interaction between the two: 
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Γ — pinner . Γinter , Γouter 
^tot-^QM ^ZQMIMM+ZMM W 

For non-covalent interactions between Q M and M M regions, the EQA^/MM 

coupling energy is given by: 

1Α Β Λ 

r n r6 

\ ' ms 'ms J 

(3) 

The first two terms involve the interaction of the M M point charges, qS9 with 
the Q M charge density and Q M nuclei, Zm respectively, the final term being 
the van der Waals interaction between the Q M and M M atoms. If we write 

EQM/MM =(EA" -Ε™" ~E°UTER)MM > with the interaction of inner and 

outer regions at a purely M M level, then the ONIOM scheme (Eq.l) is 
recovered. 

A number of groups have applied the direct coupling approach to 
characterization of enzyme reaction mechanisms involving carbohydrates: 
examples include xylose isomerase,21"23 neuraminidase,24,25 human aldose 
reductase,26 uracil-DNA glycosylase,27 triose phosphate isomerase,28 and 
glucose oxidase.29 Here, we describe aspects of our current work on the 
conformational behaviour of carbohydrates employing a folly electronic 
description of the sugar via a directly coupled Q M / M M approach.30 

Q M / M M free energy surface for a disaccharide in aqueous solution 

To investigate the conformation of a carbohydrate solute using quantum 
mechanics in an aqueous environment which is described via an appropriate 
molecular mechanical force field, we employed a disaccharide model, 4-0-
α-D-xylopyranosyl-a-D-xylopyranose (Figure 1). This a-(l-»4)-linked 
analogue of maltose, lacking primary hydroxymethyl groups, is subsequently 
denoted "dixylose" after Naidoo and Brady. 3 1 

A semi-empirical PM3 Hamiltonian was selected to describe the 
disaccharide. PM3 exhibits an improved ability to model hydrogen bonding 
in organic systems relative to A M I , 3 2 and has had some success in predicting 
energy differences of hydroxyl rotamers of glucose33 and methanediol.34 

However, the PM3 potential underestimates stability of the glucose ring 4 C i 
conformation, relative to 1 C 4 . 3 5 Consequently, the dixylose rings were 
constrained to the 4 C t conformation during dynamics calculations. Using this 
computationally tractable Q M / M M potential, the conformational free energy 
surface of the disaccharide as a function of the glycosidic angles φ and ψ 
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was determined. Here, we define φ and ψ as the dihedrals H1-C1-01-C4* 
and Cl -01-C4 ' -H4 ' respectively (Figure 1). A free energy surface for 
dixylose in vacuo and in aqueous solution was obtained using the potential 
of mean force approach.36 Here, the Helmholtz free energy difference of the 
system along the coordinates φ and ψ, ΑΑ(φ,ψ), is given by, 
ΔΑ(<Ρ,ψ) = ~-ΚΤΙηρ(φ,ι//)9 where ρ(φ,ψ) is the distribution of states. 
Sampling was enhanced by use of a suitable umbrella potential. The 2D 
potential of mean force was subsequently constructed using the weighted 
histogram analysis method.37 Condensed phase simulations considered the 
Q M dixylose in the presence of a cubic 25.1 3 A3 box of 492 TIP3P water 
molecules. In vacuo, each φψ simulation window comprised a 5 ps 
equilibration preceding 50 ps production dynamics; for solution, this was 25 
ps and 80 ps respectively. This led to a total of 8.5 ns and 13.5 ns combined 
Q M / M M molecular dynamics simulations from which respective in vacuo 
and aqueous solution conformational free energy surfaces were calculated. 
Full computational details are given elsewhere.30 

The resulting free energy surface in aqueous solution (Figure 2) 
exhibited a central, low energy region, qualitatively similar both to the 
adiabatic and in vacuo free energy surfaces,30 and to the previous M M 
studies.31 Two energy wells are formed, X i and X 2 , centred around 
(-20°, 16°) and (38°,48°) respectively. These minima lie in proximity to the 
crystal structures of α-maltose 3 8 at (φ, ψ) of (-2°,2°) and the neutron 
diffraction structure of the β-maltose monohydrate39 at (4°, 12°). No such 
structure has yet been determined for dixylose. 

M M studies31 identified the global minimum at (-37°,52°), where the 
conformer appears to be stabilized by a solvent-mediated interaction 
between 02 and 0 3 \ Analysis of 2 ns of extended Q M / M M molecular 
dynamics simulations indicated that 34.4% of the dixylose conformations 
possessed solvent-mediated interactions at the PM3/TIP3P level of theory.30 

Representative snapshots taken from the extended simulations (Figure 3) 
indicate that all four possible hydrogen bonding arrangements are adopted. 

Most of the water-bridged conformers sampled during simulations 
involved either (i) the water oxygen atom as an acceptor of hydrogen bonds 
from 02-H and 03*-H (Figure 3c), or (ii) a 02 -H -O w -H w —03 ' interaction 
(Figure 3a), analogous to the interaction observed from neutron scattering 
(Table I). A second observation was that water-bridged conformers appear 
to be consistent with a wide range of φψ values, evident from the snapshot 
conformations (Figure 3). Different bridging interactions correspond to 
different regions of the map, as indicated by quadrant analysis of the 
bridging interactions (Table I). In particular, water as the double acceptor is 
found mainly for (-φ, + ψ) values, whereas the 0 2 - H - O w - H w - Ό 3 ' 
interaction generally corresponds to the (+φ,+ψ) region. However, we note 
that 60.4% of the calculated disaccharide ensemble lacked bridged or direct 
intersaccharide interactions.30 
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Figure 1. 4-0-a-D-xylopyranosyl-a-D-xylopyranose 

PHI 

Figure 2. Aqueous solution PMF for dixylose at QM/MM level, with 
minimum energy (X\,X$, maltose crystal (C) and neutron scattering (N) 

conformations (0.5 kcal/mol energy contours.) 
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Table I. Analysis of water-bridging populations (%) from extended 
aqueous MD simulations, including division into φψ quadrants 

bridging interaction total (φ,Ψ) (-φ,ψ) (-φ-ψ) 
H 2 0 double acceptor 38.5 3.1 32.3 3.0 0.1 
H 2 0 double donor 5.7 0.9 3.1 1.6 0.0 
0 2 - H O w - H w - - 0 3 ' 39.5 26.1 11.2 1.8 0.3 
0 2 - H w - O w - H - 0 3 ' 16.4 0.3 8.3 7.7 0.1 

As discussed earlier, employing a Q M / M M potential permits 
polarisation of the carbohydrate solute wavefunction due to the solvent 
partial charges. The extent of carbohydrate polarisation was estimated via 
calculation of atom-centred Mulliken charges for dixylose over the extended 
solution and in vacuo trajectories. Population analysis of structures from the 
ΡΜ3/ΉΡ3Ρ trajectory indicated increased polarity (17%) of the pendant 
hydroxyl groups on solvation.3 0 This is commensurate with the 10-20% 
overestimation of molecular polarity at the HF/6-31G* level of theory, 
commonly used to implicitly account for the effect of condensed phase 
electronic polarization when deriving atomic partial charges in vacuo.14 

During Q M / M M molecular dynamics, the standard deviations about mean 
partial charge for ring, glycosidic and hydroxyl oxygens in dixylose, were 
non-negligible, increasing by approximately a factor of two in aqueous 
solution compared to the gas phase.30 The largest fluctuation in charge was 
exhibited by atoms 02 f and 03* on the reducing sugar; the 03* Mulliken 
charge ranges from -0.27 e to -0.50 e (Figure 4). However, even the less 
polarisable ring 05 f oxygen charge fluctuated over a range of 0.22 e (Figure 
4). 

A quantum mechanical force field approach for carbohydrates 

Although useful insights were obtained from these Q M / M M free energy 
calculations, for more extensive exploration of the conformational 
hypersurface of carbohydrates, the limitations of the PM3 method, 
particularly the underestimation of the stability of 4 Q conformation requires 
redress. The approach we adopted was to reparametrize the PM3 
Hamiltonian, in a fashion analogous to fitting of an empirical force field, 
basing our strategy on small molecule carbohydrate analogues.40 We then 
explored the transferability of the model to the monosaccharide, glucose, 
considering in particular *C 4 and 4 Q conformations. Our parametrization 
strategy follows the specific reaction parameter (SRP) approach of Rossi and 
Truhlar,4 1 whereby selected parameters of a semi-empirical molecular orbital 
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method are adjusted to fit ab initio data for a specific reaction (or a small 
range of reactions). In our work, we use a genetic algorithm to optimise both 
PM3 hydrogen (f/ss, ft, a) and oxygen parameters ( l / s s , £/ p p, j3s, j8p, a), with 
the remaining PM3 parameters unchanged. In the language of atomistic 
modeling, we term the resulting model a "quantum mechanical force field". 

A parametrization of the PM3 Hamiltonian was obtained,40 based on ten 
1,2-ethanediol conformers evaluated at the MP2/cc-pVTZ level of theory, 
and is denoted PM3CARB-1 (Table II). The ten conformers are labelled 
according to three torsion angles, H1O1C1C2, O i C i C 2 0 2 and C i C 2 0 2 H 2 . 

We first compare the ability of the PM3 and PM3CARB-1 models to 
reproduce the ab initio Q M energetics and structures of the 1,2-ethanediol 
training set. The general PM3 potential fails to predict tGg" as the lowest 
energy 1,2-ethanediol structure, identifying instead gGg", which is another 
intramolecularly hydrogen-bonded structure (Table II). The A M I model 
incorrectly predicts the gGg conformer to be the global minimum (Table 
II) 4 3. A measure of intramolecular hydrogen bond strength is afforded by the 
difference in stability of tGg and tGg". Interestingly, PM3 predicts an energy 
difference of 1.8 kcal/mol (Table II), in closer agreement with MP2 (3.8 
kcal/mol) than obtained via the OPLS-AA force field13 (8.2 kcal/mol). This 
overestimation of intramolecular hydrogen bond strength by the force field is 
commensurate with the use of fixed partial charges designed to represent the 
average effect of solute polarization in the condensed-phase. Use of a 1-5 
scaling factor to yield the OPLS-AA-SEI potential led to improved 
agreement (energy difference of 4.8 kcal/mol). 1 4 The fitted PM3CARB-1 
potential predicts tGg" as the correct lowest energy conformer, and finds an 
energy difference compared to tGg of 3.6 kcal/mol, in good agreement with 
the ab initio value of 3.8 kcal/mol (Table II). From an overall rms error in 
energies of 2.6 kcal/mol at PM3 for the ten diol conformations, P M 3 C A R B -
1 reduces this error to 0.6 kcal/mol. With regard to diol geometry, the 
PM3CARB-1 model reduces the rms error for the two C C O H torsions from 
values of 13.7° and 15.2° at the PM3 level, to 4.7° and 4.9°, respectively.40 

However, the rms error in the OCCO angle increases at the PM3CARB-1 
level from 5.9° to 9.8 0. 4 0 The tGt conformer, not identified on the PM3 
surface, is now found to be stable via the PM3CARB-1 model. The 
PM3CARB-1 Hamiltonian thus appears to exhibit overall improvement in 
prediction of diol energetics and structure. 

The transferability of PM3CARB-1 to molecules which include the 
characteristic OCO motif was considered, including glucose.40 We consider 
here the prediction of the relative energetics and structure of a set of 
fourteen glucose conformations (Table III). Using the convention of Kony et 
al.9

14 glucose structures are labelled according to conformation of ring, 
anomer type, hydrogen bond network direction and primary hydroxymethyl 
group torsion angles. 
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Table I L Relative energies (kcal/mol) of 1,2-ethanediol conformations, 
and rms error with respect to MP2 level of theory. Conformations are 

labeled according to torsion angles, H J O J C ^ , O i C i C 2 0 2 and 
CiC202H2« 

Conformer MPT HF AMI PM3 PM3CARB-1 
g~Gg_ 1.19 1.03 -0.98 -0.78 1.45 
gGg 3.15 3.04 -0.98 -0.82 1.75 
gGg- 0.30 0.69 -0.88 -1.39 1.10 
gTg 3.00 2.59 0.39 -0.43 2.87 
gTg- 2.81 2.28 0.20 -0.67 2.50 
tGg 3.81 3.46 2.56 1.76 3.63 
tGg- 0.00 0.00 0.00 0.00 0.00 
tGt 3.48 2.90 3.19 -0.78" 2.56 
tTg 2.92 2.08 1.55 1.07 2.40 
tTt 2.87 1.69 2.98 2.56 2.23 
rms 0.51 1.75 2.56 0.57 

nAb initio QM levels of theory for 1,2-ethanediol are MP2/cc-pVTZ1 4 and HF/6-
311+G(2d,2p)42; b unstable - converts to g~Gg~ 

Table III. Relative energies (kcal/mol) of glucose conformers, and rms 
error with respect to ab initio Q M level of theory. 

Conformer Ab initio0 PM3 PM3CARB-1 
4C,/a/cc/g-gb 0.00 0.34 0.43 
4Ci/a/cc/gg- 0.01 -0.11 0.35 
4C,/a/cc/tg 0.00 0.00 0.00 
"(Va/cl/g-g 0.91 0.40 2.07 
4Ci/a/cl/tt 1.14 2.08 3.31 
4Cya/cl/tt 1.61 2.08 3.31 
4C,/a/cl/tt 1.24 2.08 3.31 
4C,/p/cc/g-g 0.74 1.22 1.88 
4cyp/cc/gg- 0.63 0.78 2.10 
4C,/p/cc/tg 0.85 -0.67 1.34 
4C,/p/cc/tg 1.77 -0.67 1.34 
'CVp/cc/gg 9.48 1.44 6.52 
'CVp/cc/g-g- 8.77 0.82 6.31 
'C^/cl/g-g 8.69 -2.43 4.73 
rms 2.69 1.60 

a B3LYP/6-31 l+G**//HF/6-31G*14 

b Adapted from Kony et al. 1 4, notation for glucose conformers: orientation of 
ring/anomer/hydrogen bond network/CH2OH group (0 5 C 5 C 6 0 6 and 
CsQOoH) 
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The first eleven conformations in Table III have been studied previously 
in the fitting of a molecular mechanical force field to ab initio Q M energies 
and structures.1 3 1 4 The final three glucose structures in Table III have a lC4 

ring conformation. PM3 previously was shown to predict a ^ 4 structure as 
more stable than the lowest energy 4 Q conformation, contrasting with 
crystallographic evidence and high level ab initio calculations, which predict 
^4 geometries to be of the order of at least 6 kcal/mol less stable than the 

4 C i geometries.35 

For the fourteen glucose conformers, the PM3CARB-1 model has a rms 
error in relative energies of 1.6 kcal/mol compared to those at the B3LYP/6-
311+G**//HF/6-31G* level (Table III). The PM3 model has a 
corresponding error of 2.7 kcal/mol. For the eleven 4 Q conformations, the 
error is 1.1 kcal/mol via the PM3CARB-1 model, which although an 
improvement over PM3, is not yet as accurate as the errors of 0.6 kcal/mol 
for the OPLS-AA, and 0.5 kcal/mol for the OPLS-AA-SEI force fields.14 

Significantly, 4 C i conformations are predicted to be more stable than lC4 

conformations via the PM3CARB-1 model. For example, the ^yp/cl /g-g 
conformation is predicted by PM3 to be the global minimum for the fourteen 
conformers. At die PM3CARB-1 level, this conformer is 4.7 kcal/mol higher 
in energy than the correct lowest energy 4 C i conformer, in significantly 
improved agreement with the predictions of density functional theoiy (Table 
III). This improvement in performance over PM3 is related to the increased 
ability of the reparametrized potential to model the interactions between 
neighbouring O H groups; more specifically, underestimation of the H - H 
repulsion, a known limitation in the gaussian core functions of P M 3 , 4 4 

appears to be corrected by the PM3CARB-1 model. Thus, from a 02-H- · Ή -
04 distance of 1.81 Â for the !(Vp/c]/g~g conformation at the PM3 level, a 
H - H distance of 3.44 A is obtained at PM3CARB-1 , in improved 
agreement with a value of 2.77 A at the HF/6-31G* level of theory (Figure 
5). The correct 02-H- 04 hydrogen-bonding interaction is now formed 
(Figure 5). 

Inspection of the fourteen geometries indicates that clockwise and 
counter-clockwise hydrogen bond networks agree well with ab initio 
geometries.40 Unfortunately, however, PM3CARB-1 is unable to model 
some of the subtle differences in conformation of O5C1O1H exhibited at the 
density functional level of theory. For example, the three 4Ci/a/cl/tt glucose 
conformers converge to the same O s Q O f l angle, both at the PM3CARB-1 
(185.6°) and PM3 (188.7°) levels. 4 0 Thus, the semi-empirical description of 
the anomeric OCO motif may need further development. Nevertheless, ring 
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constraints employed previously in PM3/TIP3P molecular dynamics 
simulations to exclude unphysical transitions to ! C 4 conformations are now 
obviated using the new PM3CARB-1/TIP3P potential (Figure 6). 

120 

g> 20 

-80 

Figure 6. Time series of C5OsCjOjangle (τ) of non-reducing saccharide residue 
of 4-O-a-D-xylopyranosyl-a-D-xylopyranose from molecular dynamics using 
(bottom) a PM3/TIP3P potential, and (top) a PM3CARB-1/TIP3P potential 

Angles in degrees. 

Conclusions 

In this Chapter, we have described the ability of Q M / M M methods to 
incorporate electronic detail into condensed phase carbohydrate dynamics, 
including the effects of electric polarization. Calculation of Q M / M M free 
energies remains computationally intensive, requiring use of a semi-
empirical Q M Hamiltonian. Initial results of fitting a semi-empirical Q M 
Hamiltonian to specifically improve modelling of carbohydrates shows 
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promise. We describe the resulting model as a quantum mechanical force 
field. This is distinct from classical force fields fitted to results of Q M 
calculations,45 or to functional fitting to obtain accurate harmonic force 
constants from Q M calculations.46 Although the SRP approach has been 
increasingly explored in the context of mechanistic studies, there are 
relatively few examples of its application to non-covalent interactions, 
examples being a study of glycine betaine in water47 and nucleic acid base 
pairing. 4 8 We note related approaches, where replacement or supplement of 
the gaussian correction functions employed in semi-empirical Hamiltonians 
has been pursued, as in the PIF 4 9 and P D D G 5 0 models respectively. Clearly, 
there is scope for the application of quantum mechanical force fields to 
model a wide range of condensed phase processes, at the level of both 
conformation and chemistry. In the 1990 A C S Symposium Series on 
"Computer Modelling of Carbohydrates Molecules", Madsen et al.51 

speculated that "presumably, molecular dynamics simulations of 
carbohydrates wil l soon become as commonplace as are conformational 
energy studies of these molecules". As these prophetic words have come true 
for classical M D approaches, they may soon be realised for quantum and 
hybrid Q M / M M molecular simulations as routine tools for characterization 
of covalent and non-covalent interactions of carbohydrates in the condensed 
phase. 
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Chapter 11 

Predicting the Three-Dimensional Structures of Anti-
Carbohydrate Antibodies: Combining Comparative 

Modeling and MD Simulations 

Jane Dannow Dyekjaer and Robert J. Woods* 

Complex Carbohydrate Research Center, University of Georgia, 
315 Riverbend Road, Athens, G A 30602 

Knowledge of the 3D structures of antibody carbohydrate 
complexes would be invaluable in characterizing the structural 
aspects of the immune response to many bacterial and fungal 
pathogens. Experimental x-ray crystallographic or N M R data 
are rarely available for these large and frequently 
heterogeneous systems. If, however, the primary sequences 
have been determined for the antibody variable domains, an 
accurate 3D structure of the antigen binding Fv fragment can 
be derived by combining comparative modeling and molecular 
dynamics simulations. It is then possible in principle to model 
the immune complexes using molecular docking techniques. 

© 2006 American Chemical Society 203 
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Introduction 

Understanding the interactions between complexes formed by proteins and 
carbohydrates is of great importance, due to the many potential applications in 
the design of therapeutics and in the furthering of biological insight. The role of 
carbohydrates in cell recognition processes is well established (1-8). In this 
function, the oligosaccharides are generally presented as glycoconjugates, i.e. as 
glycoproteins and glycolipids (9, 10). Oligo- and polysaccharides from bacterial 
and fungal pathogens may be employed in vaccine development and 
consequently their interactions with antibodies are of significant interest {11-14). 
Characterization of the structures of oligosaccharide antigen-antibody complexes 
using traditional experimental techniques, such as N M R spectroscopy and x-ray 
diffraction can provide detailed atomic level insight, however, these studies are 
typically limited to systems involving antibody fragments, such as the antigen 
binding fragment (Fab) or variable fragment (Fv), and to small oligosaccharides. 
These experimental techniques have yet to be able to characterize the structure 
of complexes involving large oligo- or polysaccharides, such as the capsular 
polysaccharides from bacterial surfaces. Frequently a large body of data 
pertinent to polysaccharide antigenicity is available, for example, as related to 
the apparent size of the epitope or to the variation of antigenicity with 
oligosaccharide sequence, but in the absence of a structural model little may be 
deduced as to the origin of the observed behavior. We report here a synopsis of 
computational techniques that may be combined to provide a medium resolution 
structural model, which nevertheless provides a basis from which to interpret the 
immunological data. 

Antibody Structure 

Antibodies are characterized by having highly conserved and well-defined 
structures. An antibody of the IgG isotype consists of three domains arranged 
schematically in a Y-shape. The "stem" is called the Fc fragment, where the 
letter "c" refers to the ease with which this fragment may be crystallized, while 
each of the identical antigen binding "arms" are referred to as Fab fragments. A 
single polypeptide chain forms one half of the Fc and Fab domains. To form a 
complete Fc thus requires two of these "heavy" chains, conjoined by a disulfide 
bond at the vertex between the Fc and Fab regions. Each Fab structure is 
augmented by a shorter polypeptide, known as the "light" chain, which is linked 
through a disulfide bond to the heavy chain (see Figure 1). The heavy and light 
chains in each Fab are arranged into four distinct domains, two constant regions, 
CH/L, and two hypervariable regions, V H / L . While the overall structure of the Fab 
is highly conserved, the antigen binding region, located at the interface of the 
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VH/L domains, consists of sequentially and structurally flexible amino acid loops. 
Within the light chain these hypervariable loops are called L I , L2, and L3; 
similarly, the three loops contributed by the heavy chain are called HI , H2, and 
H3. Because of their direct role in binding antigen, the loops are also referred to 
as the complementarity determining regions (CDRs). The minimal structure 
capable of displaying antigen binding ability is the variable fragment (Fv) which 
consists of the two terminal hypervariable domains V H and V L in the Fab. To be 
structurally stable, a synthetic linker is generally introduced between the V H and 
V L chains, producing a chimeric single chain Fv (scFv) fragment. Structural 
studies of antigen binding, both experimental and theoretical, typically focus on 
the Fab or Fv - antigen interaction. In this chapter we focus primarily on 
approaches to modeling Fv domains. 

Figure I. IgG antibody structure indicating the variable and constant domains. 
The hypervariable loops associated with the light (LI-3) and heavy (HI-3) 

chains in the Fv are indicated. The figure was created using Pymol(I5) from the 
PDB file entry 1IG, the first structure of an intact IgG to be reported (16, 17). 

(See color page 1 in chapter.) 

Various schemes have been proposed to characterize the amino acid 
sequence of CDRs. A useful technique for characterizing hypervariable 
sequences is based on the fact that a disulfide bond is conserved in both the light 
heavy chains. A review of conserved residues is provided in by Chothia et al. 

  
  



206 

(18). To ensure that the conserved cysteine residues always have the same 
number in the sequence, when compared to other antibodies, Kabat introduced a 
scheme that accounts for insertions and deletions in the CDRs (19). The Kabat 
numbering scheme uses a sequential numbering of the residues, but where the 
possibility of insertions occurs, a letter follows the numbers. According to this 
numbering scheme, the three loops arising from the heavy chain are 
approximately within the amino acid ranges 31-35b, 50-65 and 95-102 for H I , 
H2 and H3, respectively. Similarly, the loops formed by the light chains arise 
from the range of amino acid residues 24-34, 50-56 and 89-97. The Kabat 
scheme is still widely in use, although alternative schemes have been proposed 
(20-22). 

An alternative to characterizing the hypervariable loops by chain length 
alone is to employ a scheme that recognizes that despite variations in sequence, 
the CDRs adopt only a limited number of conformations, called canonical 
structures. Canonical structures depend on the number and nature of the amino 
acids present in each loop (20, 21, 23, 24). Thus, a combination of the length 
and sequence can be used to classify and characterize the majority of the loop 
structures. 

Antibody Comparative (Homology) Modeling 

Given the relatively large number of x-ray diffraction structures for antibody 
Fab and Fv fragments, as well as the constancy of much of the 3-D framework, 
and the ability to allocate canonical structures to the CDRs, Fab and Fv 
fragments are well suited to comparative modeling. Below we present a synopsis 
of comparative modeling, with a particular focus on application to antibody 
fragments, however the reader is directed to the appropriate references for in 
depth discussions of the technique and related issues. While the terms homology 
modeling and comparative modeling are frequently used interchangeably, 
homology modeling implies a reliance solely on similarities between primary 
amino acid sequences. A general rule of thumb is that successful homology 
modeling requires a sequence identity greater than 70% (25). A significantly 
lower identity may be acceptable when it is known for example that the target 
and the template proteins share functional similarities, belong to the same family, 
etc. In this case, the approach is often described as comparative, rather than 
homology modeling. Thus, as concerns antibody modeling, as all of the template 
structures are themselves antibody fragments, the latter term will be employed in 
this discussion. 

The first step in antibody modeling is to identify one or more experimental 
structures Fab or Fv fragments having adequate sequence similarity with the 
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target sequence that will serve as structural templates for the model. There are 
several options when determining the alignment and consequently the similarity 
and identity of two or more sequences. A straightforward approach is to perform 
a pair wise alignment using a fast heuristic alignment tool, such as FASTA (26) 
or B L A S T (27, 28). A number of web-based databases are available for 
alignment searches (29-32). In addition to having the primary sequence of the 
target protein, it is necessary to select an appropriate alignment scoring matrix. 
This matrix provides a sophisticated method for evaluating amino acid 
similarity, i.e. not only does it determine whether two amino acids share 
functional characteristics, it also accounts for steric, electronic and hydrophobic 
similarity. Permutations and substitutions of amino acids to others with similar 
properties are therefore allowed and accounted for (25). Commonly used scoring 
matrices are P A M and B L O S U M . Matches can be altered depending on which 
scoring matrix is used, some are appropriate for searches of closely related 
amino acid sequences, e.g. PAM30, whereas others, like the PAM250, are more 
suitable when searching for matches for more distantly related amino acids (25). 
In addition to the identification of similar residues, the sequence alignment 
identifies any insertions or deletions in the sequences; a feature that is somewhat 
dependant on the nature of the alignment algorithm, and which is critical to the 
modeling of antibody C D R loops. 

Once selected, the experimental structures are then retrieved, for example 
from the RCSB Protein Data Bank (33). In the case of identical residues, the 3D 
coordinates for the entire residue are transferred to the model, otherwise the 
backbone atoms are transferred and the positions of the side chains estimated. A 
variety of methods exist, for example those employed in the freeware program 
SwissPDB tool (34, 35% or commercial software such as Insightll (36) or M O E 
(57), to add the side chain atoms in appropriate conformations. For example, it is 
common to transfer the side chain orientations from a library of known 
conformations, which may then be subjected to energy-based refinement. 

Treatment of the Complementary Determining Regions 

Since antigenicity (affinity for antigen) depends on the interactions between 
the antigen and the hypervariable loops, it is critically important that these loops 
be modeled in a way that is in agreement with the expected canonical structures, 
and that the side chains adopt favorable orientations. The structure of the H3 
C D R loop is less readily characterized (20, 21, 24) than the others, and careful 
refinement of the comparative model is required. Over the past decade much 
effort has been put into approaches to enhancing the accuracy of the modeled 
structures of hypervariable loops (23, 38-43). Some of the methods are based on 
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computational molecular dynamics (MD) simulations, sequence threading, 
fragment matching, or ab initio techniques (25, 43). 

A combination of more than one method may be required in order to 
adequately model the CDRs. For example, once the peptide motifs in the 
hypervariable loops have been identified, a search for sequence matches can be 
performed, in a similar manner as used during homology modeling. However, a 
scoring matrix suitable for closely related amino acids should be used. In 
addition, it will have to be ensured that the resulting matches actually are from 
CDRs, otherwise, they are unlikely to fit into the classes of canonical structures. 
Each loop can then be grafted into a relatively generic Fab or Fv template by 
superimposing three to four residues to either side of the C D R loop on the 
corresponding template residues, as described by Morea et al. (40). In addition, 
it is likely that more than one potential template structure will be identified for 
each loop, differing in both sequence homology and 3D structure. Thus, it is 
possible to develop several initial models for the Fv that differ in the 
conformations of the C D R loops. Choosing the most representative structure 
may be challenging, however, access to more than one model provides multiple 
initial structures for M D refinement. In principle, within the limitations of the 
force field and the simulational time, M D simulations will converge to a 
common structure independent of initial conformation, thereby providing a level 
of confidence in the final model. 

An alternative to identifying and grafting loop sequences into a template, is 
to identify independent matches for the entire, V H and V L chains. Particular 
attention must nevertheless be given to the canonical structures and homologies 
of the CDRs, and further to the presence of any insertions or deletions. Whether 
it is preferable to locate a high identity match that has an insertion or deletion, or 
a match with lower identity, but with the same number of residues is a matter of 
choice. In this chapter we present the results from applying this latter approach, 
that is, we develop models based on matches to the V H and V L chains. 

Generation of the Fv fragment 

In the event that models for the heavy and light domains were generated 
from different experimental structures, they must be oriented relative to each 
other to obtain the complete antibody Fv fragment. We have approached this 
important issue by aligning the modeled chains on Fab or Fv template structures 
whose V H and V L domains have high structural similarity with those obtained 
from the modeling. That is, after initial models for the V H and V L domains are 
generated, the protein structure database is searched, with for example the web 
tools D A L I (44) or MSDfold (45\ for a structural match to each of the two 
individual variable domains. A single Fab or Fv is then selected that has high 
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structural similarity (as determined by a low root mean squared deviation 
(RMSD) in the backbone Ca positions) with each of the variable domains. The 
modeled V H and V L domains are then mutually aligned by superimposing them 
onto the Fab or Fv template. Thus, a structural model for the Fv is obtained by 
employing three different structures; one that serves as a template for each of the 
V H and V L domains, selected on the basis of sequence (overall and CDR) 
similarity, and one used as a structural framework onto which the modeled V H 

and V L domains are superimposed. 

Comparison of Fv models with experimental 3D structures 

To illustrate the accuracy with which carbohydrate-binding Fv domains may 
be predicted, we have generated models for two representative fragments, and 
then compared the resultant models with the reported experimental structures for 
each. The first Fv is from an antibody (mAb 735) against the capsular 
polysaccharide from the pathogenic bacterium Neisseria meningitidis type Β and 
displays a groove-like binding site, characteristic of an antibody that binds a 
polysaccharide in a lengthwise manner. The second is from an antibody (mAb 
Se 155-4) against the 0-antigen from Salmonella paratyphi Β and displays a 
cavity-like binding site, typical of a structure that binds a terminal cluster of 
carbohydrate residues. Lastly, we predict the structure of a Fv for the antibody 
against the capsular polysaccharide from type HI group Β Streptococcus, for 
which the experimental structure is still unknown. 

Fv from mAb 735: The 2.8 Â x-ray diffraction structure for the Fab fragment 
for this monoclonal antibody (pdb id: 1PLG) was reported by Evans et al. in 
1995 (46) and was not in any way employed when developing the comparative 
of the Fv for mAb 735 (Fv 735). A Blast search for sequences similar to the V H 

and V L domains in Fv 735 revealed that the light chain in Fab 2PCP (47) 
matched the V L in Fv 735 with 93% identity, without any gaps in the CDRs, and 
that the heavy chain in Fab 1AE6 (48) had a 77% match for V H , with a 1% gap. 
Preliminary models for the V H and V L domains of F ν 735 were then generated 
by residue transfer using SwissPDB (34, 35). The side chains of non-identical 
residues generated using the rotamer library available in SwissPDB. In this 
particular program, the most preferable rotamer is chosen by a score, which is 
based on the obtaining the smallest number of bad steric contacts with existing 
atoms. The score also depends on the number of hydrogen bonds for each 
rotamer. A subsequent structural search for the best Fab or scFv fragment on 
which to align the two domains identified scFv 1KTR (49). Superimposing the 
modeled V t domain onto the C a atoms in 1KTR resulted in a value for the 
R M S D of 0.92 A, and for the V H domain a value of 0.90 A. 
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The hypervariable loops in Fv 735 (1PLG) belong to canonical structures 3, 
1, and 1 for CDR-L1, CDR-L2 and CDR-L3, respectively; and 1 and 2 for CDR-
H l and CDR-H2 in the heavy chain. The same canonical structures are present in 
the template structures used to construct our model, that is, in 2PCP and 1AE6. 
CDR-H3 adopts a kinked conformation (24, 50). 

Superimposing the modeled Fv domains with the experimental x-ray 
diffraction structure (1PLG) gave very low R M S D values for the backbone C a 
atoms of 0.44 Â (see Table 2). When all non-hydrogen atoms of the side chains 
were included in the alignment of the two structures, the R M S D increased to 
0.79 A (see Figure 2 and Table 2). 

Fv from mAb Sel55-4: The 2.1 Â x-ray diffraction structure for the Fab from 
this antibody (pdb id: 1MFD) was reported in 1994 by Bundle et al. (57). A 
B L A S T search for the V H and V L domains identified Fab 1NGQ (52) with 98% 
identity with the light chain, and Fab 1KEG (53) which for the heavy chain had 
80% identity, and 2% gaps. Again using SwissPDB, initial models were 
generated for the V H and V L domains in Se 155-4. A structural search for a 
suitable template identified Fv 1A6W (54). Overlaying the light and heavy 
chains of the modeled domains onto the Fv template gave a value for the R M S D 
in the Ca positions of 0.31 Â for V L and 0.79 A for V H . 

The hypervariable loops of Fv Se 155-4 can be assigned to the canonical 
classes 7, 1, and 4 for CDR-L1, L2 and L3. The heavy chain has canonical 
structure 1 for CDR-H1 and 2 for CDR-H2 (23, 55). CDR-H3 has a kinked 
conformation (24, 50, 56). 

Superimposing the modeled Fv domains on the experimental x-ray 
diffraction structure (1MFD) again gave a low R M S D value for the backbone 
C a atoms of 0.62 Â. When the non-hydrogen atoms of the side chains were 
included in the alignment of the two structures, the R M S D increased to 0.73 Â 
(see Figure 2 and Table 2). 

Fv from 1B1: Finally, a comparative model has been generated for an antibody 
against the surface polysaccharide from type III group Β Streptococcus, which 
has no previously reported structure. The best alignment for the light chain was 
achieved with Fab 1QFU (57), with a match of 95% and no gaps. Similarly, the 
heavy chain aligned well with Fab 1NLD (58), having one gap out of 113 
residues, and a 90% match overall. The most favorable structural match for the 
individual chains was Fv 1G7H(5P), with R M S D values of 0.62 Â for the light 
chain and 0.83 Â for the heavy chain. 

The canonical structures of the light chain are 4 for CDR-L1, and 1 for both 
CDR L2 and L3. CDR-H1 and H2 both have canonical structure 1. Although 
CDR-H3 is very short, only 4 residues, it adopts a kinked structure, similar to 
that present in both Fv 735 and Sel55-4. 
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Figure 2. Overlay of comparative FV models with x-ray diffraction structures 
(crystal structure is blue, comparative model light chain red and the heavy 
chain cyan). Model a superimposes onto 1PLG with a Ca RMSD of 0.44 Â, 

while b superimposes on 1MFD with a value 0.62 Â. The predicted homology 
model c for Fv 1B1 is shown. (See color page 1 in chapter.) 

Refinement of Comparative Models using MD Simulation 

Despite the good agreement between the backbone conformations predicted 
by comparative modeling and those determined by x-ray diffraction, the 
positions of the side chains in the modeled Fv generally need to be further 
refined. Energy minimization with a classical force field can be employed to 
remove unfavorable steric interactions, however, to improve rotamer 
distributions a technique such as molecular dynamics simulation is required. 

M D simulations enable the positions of the atoms in a molecule to vary as a 
function of the force on the atoms at a particular temperature, usually 300 K . In 
contrast to energy minimization, the nonzero temperature in M D simulations 
contributes kinetic energy, which enables the crossing of energy barriers, such as 
during bond rotation. Thus, M D simulations result in a time-series or trajectory 
for the atomic coordinates, rather than a single structure. M D simulations 
provide an estimate of the contribution of dynamics to the molecular structure. 
To analyze the positional data from a simulation requires that they be treated as 
an ensemble of conformations. The equations defining atomic motion are 
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classical in origin and begin with the familiar Taylor series expansion of position 
(x) in terms of velocity (v) and acceleration (a). 

1 •> 
x(t + At) = x(t) + v(t)At+-a(Aty +..., [ 1 ] 

2 

Equation 1 may be reformulated as the Verlet algorithm (25, 60) in terms only of 
positions and accelerations as: 

x(t + At) - 2x(t) - x(t - At) + a(At)2 

[2] 

Using Equation 2 to compute the position of an atom at some future time (/+Δί) 
requires only a knowledge of the atom's current and previous positions and its 
acceleration. The atomic accelerations are readily derived from the relationship 
between force on the atom (F), atomic mass (m) and potential energy (V) using 
Newton's second law: 

Fi=miai(t) = -— 
ox 

[3] 

The energy (V) is that defined by the classical mechanical force field as: 

ν=Σκ,(τ-τ<χιγ + Σκθψ-θί<ί)2+ Σ ^,„[l+cos(^+r)] 
bonds 

vanderWaals 

dihedrals 

A. ?L + 
Electrostatics 

[4] 

which is the same mathematical definition of V employed during energy 
minimization. For insight into the particular parameters (K, 0, φ, q etc.) that 
make up the force field, see for example (61). For molecular simulations the 
magnitude of the time step (Δί) is limited by the highest frequency motion, and is 
typically between 1-2 fs. Thus, many millions of iterative cycles are required in 
order to simulate time scales appropriate for the motion of side chains and loops. 

Importantly, for biomolecular systems, and particularly for carbohydrates, 
water will have to be accounted for, preferably explicitly, which means that 
thousands of water molecules are typically included in the simulation. 
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Application of MD simulations to Fv fragments 

In applying M D simulations to Fab and Fv fragments, complete solvation in 
a periodic box or large droplet of explicit water molecules may result in a system 
that is extremely computationally demanding. While complete solvation may be 
required, as here, in order to allow the entire antibody fragment to relax, it may 
be sufficient to solvate only the region covering the CDRs (77). This is a useful 
approximation when only the motion of the CDRs is under investigation, as due 
to the reduction in the number of participating water molecules, it allows 
significantly more sampling of the CDR conformations, for a given real time of 
simulation. A localized solvation droplet is justifiable since structure of the 
constant domains in the Fab is highly conserved. 

Each of the homology modeled Fv domains was subjected to 3 ns of M D 
simulation using explicit water at 300 Κ with the PARM99 force field in Amber 
7 (62). Prior to the M D simulations, all three systems were energy minimized 
and then heated from 5 Κ to 300 Κ over 50 ps using a 2 fs timestep. For each Fv 
two M D simulations were performed; one in which the atoms in the backbone 
were restrained (with a weak harmonic potential), allowing only the side chains 
to move, and one in which all atoms were allowed full motional freedom. 
Restraining the backbone is generally necessary when an incomplete treatment of 
solvation is employed, or then some uncertainty exists as to the stability of the 
antibody fragment, as with Fv domains. In each M D simulation the Fv domains 
were explicitly solvated by a 40 A radius droplet of water molecules placed at 
the geometric center of each Fv. This size of droplet fully encapsulated the 
protein leaving a boundary of approximately 10 Â between the surface of the 
protein and the edge of the droplet. In each system approximately 6900 water 
molecules were present, see Table 1 for a summary of the simulation details. 

Generally, a number of bad steric contacts are introduced during the 
homology modeling and these were reduced but not eliminated during energy 
minimization (see Table 2). Further, energy minimization alone is unable to 
correct poor rotamer orientations for the side chains, nor can it correct any 
problems associated with the backbone, which may be of particular importance 
in the CDRs. Bad steric contacts may be effectively removed by a short M D 
simulation of approximately 1-5 ns, which is also adequate to significantly 
improve side chain rotamer distributions (see Table 2). Simulations in excess of 
10 ns would provide further insight into the degree of flexibility associated with 
the loop regions, but are proportionately more demanding. 

Results of the 3 ns MD simulations 

After the M D simulations, in which the backbones were restrained, the 
R M S D values for the side chains (not including hydrogen atoms) were 1.34 Â 
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and 1.25 A for Fv 735 and Fv Sel55-4, respectively. For the M D simulations in 
which the entire Fv was permitted to move, the R M S D for the C a positions in Fv 
735 with respect to the original crystal structure, was a very modest 0.96 Â, 
while the side chain R M S D increased to 1.60 Â (see Table 2). Similarly, under 
the same M D conditions, for the Fv from Sel55-4 the R M S D values were 1.00 
and 1.65 Â, for the C a and side chain positions, respectively. These are larger 
numbers than for the homology models themselves, however, a moderate R M S D 
is expected (77), given that the side chains are now moving in an aqueous 
environment at room temperature, rather than populating single static rotamers in 
a crystal lattice. Further insight into the quality of the models is provided by an 
analysis of the backbone torsion angles and side chain rotamer distributions. 

Table 1. Computational details for M D simulation of Fv-fragments. 
Fv 735" FvSel55-4 b Fv 1B1C 

Residues (Fv) 226 224 222 
Atoms (Fv) 3466 3345 3398 

Waters 6891 6924 6941 
Atoms (Total) 24122 24117 24221 

Disulfides 23-93 22-90 23-93 Disulfides 
133-207 130-204 134 - 207 

V L Range 1-111 1-108 1-112 
V H Range 112-226 109-224 113-222 

Net Charge 3 1 -1 
V H : QIQLQQSGPELVRPGASVKISCKASGYTFTDYYIHWVKQRPGEGLEWIGWIYPGSGNTKYNEKFKG 

ΚΑΤΙ TVnT^^STAYMQLSSITSEDSAVYFCARGGKFAMDYWGQGTSVTV; 
\7, n W M T Q T P I SI PVSLGDQASlSCRSSQSLVHSNGNTYLYWYLQKPGQSPKPLIYRySNRF§GVPDR 

FSGSGSGTDFTLKISRVEAEDLGWFCFQOTHVPYTFGGGTRLEI 
b V H FVQVQQSnWLARPGASVKMSCKASGYTFTNYWMHWIKQRPGQGLEWIGAIYPGNSATFYNHKF 

ΡΔΚΤΚΙ TAV/TSTITAYMFI SRI TNFnSAWYCTRGGHGYYGDYWGQGASLTV; 
VL' QAWTQESALTTSPGETWLTCRSSJO 

R F S f t S I IfinKAALTITGAQPEDEAIYFCALWCNNHWIFGGGTKLTV 
C V H O V Q I I FSGPGLVQPSQSLSITCTVSGFSLTSYGVHWVRQSPGKGLEWLGVIWGGGSTDYNAAFIS 

RLSISRDFSRSQVFFKMNSLQADDTAIYYCVRNWDYWGQGTTLTV; 
\ / , n W M T Q T P I S I P V S I nnQASISCRSSQSLEDSNGNSYLNWYLQKPGQSPQLLIYRVSNRFSGVLDR 

FS^saTDFTLKISRVEAEDLGVYFCLQLTHVPYTFGGGTKLEIK 

Ramachandran analyses of the x-ray diffraction structures as well as the 
homology modeled and M D refined structures for the Fv domains of mAb 735 
and Se 155-4, as well as for the theoretical model for Fv 1B1 are presented in 
Table 2. Inspection of the data shows that the M D simulations can allow the 
residues to move into disallowed regions, however, loop structures are not well 
represented in a Ramachandran statistical analysis, due to their flexibility. This 
flexibility frequently prevents the loop regions from being resolved 
experimentally and therefore their conformations are under represented in 
crystallographic data bases. Perhaps more significant is the fact that in the 
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absence of restraints, the backbones appear to relax away from the core region of 
the Ramachandran surface. Despite this, the average R M S D values for the 
backbones were only approximately 1 Â away from the experimental structures. 
Thus, the M D simulations are not disturbing the protein fold noticeable, but 
rather are introducing local fluctuations around the backbone torsion angles. It is 
unclear to what extent this results from the normal motions associated with a 
protein under physiological conditions or from a weakness in the force field 
parameters related to the backbone. In contrast to the effects of the unrestrained 
M D simulations, the backbone conformations of the comparative models are 
each consistent with expectations based on the crystallographic data. This 
feature is not surprising given that the backbone conformations in the 
comparative models were all transferred from x-ray crystal structures. A 
significant benefit of the M D simulations becomes apparent in terms of the 
nearly complete removal of bad steric contacts and in terms of the improvement 
in rotamer distributions. Relaxation of the backbone facilitated rotamer 
transitions, as indicated by their improved distributions, however, even with the 
backbone restrained the M D results led to an improvement in rotamer 
distributions relative to both the comparative models and the experimental 
structures. 

Summary 

A protocol to construct 3D models of the antigen-binding domains of anti-
carbohydrate antibodies is illustrated. The method requires only the primary 
sequence of the heavy and light chains, and employs established comparative 
modeling and M D techniques. While the results for the systems examined are 
encouraging, it should be emphasized that the models are only as good as the 
data they are based upon. Errors in primary sequence may have catastrophic 
effects, as they may remain largely unrecognized. Similarly, inaccuracies in force 
field parameters, or in the treatment of solvation, or poor selection of template 
structures may degrade the resolution of the models. Nonetheless, the 
combination of methodologies presented here provides a remarkably accurate 
approach to construct and refine 3D Fv structures. Given the relative ease of 
obtaining the primary sequences for Fv domains, in contrast to the difficulties 
associated with determining the experimental 3D structures of these domains, 
this computational approach may prove particularly useful. 
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Chapter 12 

Carbohydrate Structure from NMR Residual Dipolar 
Couplings: Is There a Correlation between Lactose's 
Anomeric Configuration and Its Three-Dimensional 

Structure? 

Daron I. Freedberg, Susan O. Ano, Scott E. Norris, 
and Richard M. Venable 

Department of Economics, Haverford College, Haverford, P A 19041 

The three-dimensional structures of α- and β-lactose were 
analyzed using residual dipolar couplings in two liquid 
crystalline media, 1 H - 1 H NOEs and force field 
calculations. Previously unreported long-range proton-
carbon J values were measured in natural abundance as 
part of R D C data acquisition and are included here. The 
slow anomerization rate produced two subspectra, and 
permitted a direct structural comparison of α- and β-
lactose. Fits of the data to rotamers of α-lactose define 
glycosidic torsion angle ranges 150° ≤ φ ≤ 180° and 150° 

≤ ψ ≤ 180°, while those for β-lactose 150° ≤ φ ≤ 210° and 
210° ≤ ψ ≤ 270°. In addition, chemical shift data (500 
MHz) imply that there are differences between the 
structures of α- and β-lactose. Natural abundance HSQC-
N O E S Y spectra measured at 700 M H z suggest that the 
H1-H4'α internuclear distance is similar to the Η1-H4'β 
distance, but does not preclude differences in glycosidic 
torsions. Altogether, the experimental results support the 
notion that α-lactose and β-lactose have different three-
dimensional structures in aqueous solution. 

220 U.S. government work. Published 2006 American Chemical Society 
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Introduction 

Carbohydrates are ubiquitous in nature and participate in a wide variety of 
biological processes. They play roles in cell-cell interactions such as immune 
responses, fertilization, inflammation, and cell growth (/), influence protein 
folding and stability (2), and may be involved in signal transduction (3,4). 
Consequently, they are used as vaccines, potential drug delivery systems, and 
antibiotics (3,5,6). Carbohydrates often function in these processes as 
glycoconjugates with proteins or lipids (2,7). Given the variety of 
monosaccharides, linkage types, and functional group modifications, 
oligosaccharides alone have potential structural complexity unsurpassed by 
other classes of biomolecules. Conjugation to a protein or lipid moiety, as in 
conjugate vaccines or glycoconjugate mimics, further increases this diversity. 
Yet enzymes and other proteins are able to distinguish carbohydrates that 
deviate in very subtle ways. Some of these subtle differences such as 
stereochemical modifications result in morphological changes. Characterization 
of three-dimensional carbohydrate structure should aid in establishing structure-
function relationships, facilitate development of carbohydrate-based therapies, 
and provide insight into shape-based protein-carbohydrate interactions. 

Six-membered chair-like pyranose monosaccharide units (e.g. glucose, 
galactose, mannose, and fucose) are building blocks of many oligosaccharides. 
Three-dimensional carbohydrate structure is defined by the glycosidic torsion 
angles φ and ψ, which describe the relative orientations of the individual rings. 
Along with the length of the oligosaccharide, these angles can lead to global 
structure motifs similar to those found in proteins and nucleic acids. For 
example, di- and trisaccharides of the rigid mannose residue in 1,2-linked β-
mannans form antigens, and longer oligosaccharides of the same building block 
form compact helical motifs (8). 

N M R (nuclear magnetic resonance) methods for carbohydrate structure 
determination include NOEs (nuclear Overhauser enhancements), J couplings to 
obtain information regarding torsion angles, and RDCs (residual dipolar 
couplings). NOEs and J couplings are limited to local geometry. RDCs, 
however, are related to overall molecular structure and consequently shape. 
RDCs are scaled dipolar couplings relating the angle of an internuclear vector to 
the static magnetic field through the equation: 

Here, T> is the RDC, ft is Planck's constant divided by 2π, and yc are the 
magnetogyric ratios of ! H and 1 3 C , respectively, r is the internuclear distance, 
and θ is the average angle subtended by the internuclear vector and the magnetic 
field. 
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The utility of RDCs in structure determination of biological systems was 
recognized when the magnetic susceptibility of certain molecules caused slight 
alignment at high magnetic fields (9). Many biomolecules have magnetic 
susceptibility anisotropy that is too small for detection of preferential alignment, 
i.e., the distribution of their orientations in the magnetic field is nearly isotropic. 
In these instances, the angular term in the above equation averages to almost 
zero, and direct measurement of RDCs in unsubstituted carbohydrates is 
impossible. Though these molecules will not spontaneously align, tunable, non-
isotropic orientation distributions can be induced in these systems through the 
use of weakly aligning aqueous liquid crystalline media (10-18), or other 
methods (19,20). For these systems, it is possible to measure RDCs for almost 
all classes of biomolecules while still maintaining many of the features of a 
high-resolution solution N M R spectrum (10,21-27). 

RDCs are complementary to NOEs and trans-glycosidic J couplings in 
three-dimensional carbohydrate structure determination because they provide 
multiple simultaneous constraints and allow the relation of multiple internuclear 
vectors through one common alignment frame. Thus, RDCs are a source of 
long-range constraints previously unavailable from OEs, trans-glycosidic J 
values or even the combination of the two techniques. RDCs can be used to find 
the relative orientation of rigid subunits making up oligo- and polysaccharides. 
Structure analysis using multiple R D C constraints requires simultaneous fitting 
to all values, ensuring the best possible structures. One challenge in studying 
carbohydrate structure using this method is the need for five independent 
measurements for each rigid fragment. This is because many of the bond vectors 
in pyranose rings are nearly parallel and therefore do not provide independent 
constraints (12). This has been overcome by a recently developed method that 
has added n D C H (long-range proton-carbon RDCs; η = number of bonds) values 
to the structure information (21,28). These RDCs, along with one-bond ( ^ C H ) 
and homonuclear (3X>HH) data, provide the necessary input for carbohydrate 
structure determination. 

Structure determination using RDCs is accomplished through an order 
matrix analysis (29,30). To ensure an overdetermined fit, the order matrix 
elements, S w (where k and / are x, y, or z), must be obtained from simultaneous 
solution of five independent equations for experimentally measured residual 
dipolar couplings for each rigid subunit. Because interresidue motion may be 
present in carbohydrates it is prudent to determine the order parameters for each 
ring independently. In addition to the minimum number of measurements, this 
approach requires specification of molecular geometry in a defined molecular 
coordinate system, such as an x-ray or theoretically calculated structure. 
Subsequent diagonalization of this Saupe matrix yields Euler angles, α, β and γ, 

  
  



223 

β-lactose α-lactose 

Figure 1. Equilibrium between a- and β-lactose and numbering schemes for a-
lactose and β-lactose. Most O H groups are omitted for clarity. Note that H's (and 
their attached C's) on the glucose ring are labeled with a prime φ and ψ are 
torsional angles defined by φ=€2-01-04-04'α/β, and ψ=01-Ο4-04'α/β-05'α/β. 

which relate the molecular coordinate system to the alignment frame (or 
principal order tensor frame), and order parameters S z z , S x x and Syy. 
Determinations of Saupe matrices for rigid molecular subunits allow analysis of 
RDCs in terms of molecular structure, but these can also be used to understand 
dynamics (21,26,28). 

Lactose (Figure 1) is a component of many larger oligo- and 
polysaccharides. This disaccharide and many closely related derivatives have 
been shown to affect tumor colonization and growth (31,32). Furthermore, 
lactose is of fundamental interest as a representative disaccharide for studying 
carbohydrate β 1-4 linkages. Additionally, a- and β- lactose are in equilibrium in 
solution (Keq « 0.55) and have mostly well-resolved signals, which allows these 
anomers to be studied independently. 

Previous studies of unmodified (e.g. unmethylated at the anomeric carbon) 
a- and β-lactose in either the solid or solution state are sparse (33-39). Lactose 
structure is characterized by the two linkage torsions, for which there are 
multiple conventions; in this chapter, we use φ = C2-C l -04 -C4 ' a^ , and 
ψ = 01-Ο4-04'α/β-05'α/β. X-ray crystallographic studies showed that 
α-lactose crystallized in the presence of either CaCl 2 or CaBr 2 and β-lactose in 
the monohydrate form had similar φ, ψ values around 170°, -135° (33,34,36). 
However, φ changes to -140° in the monohydrate form of α-lactose (35). 
Previous non-NMR based solution studies of lactose (38,39) generally did not 
consider the impact of multiple anomers on data interpretation. N M R studies, 
which were able to detect the multiple anomers, determined structure on the 
basis of trans-glycosidic 7 values (37). 

Here we present results from N M R three-dimensional structural studies of 
lactose (75 m M in 20 m M Na 2 P0 4 , pD* = 6.8) using RDCs obtained in two 
alignment media. Fitting RDCs reveals evidence for two different structures. 
New measurements showing differences in 1 3 C chemical shifts support this 
notion. We further probe these structures using RDCs and HSQC-NOESY 
spectra in natural abundance. Together, traditional techniques and RDCs can be 
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used to provide a complete picture of carbohydrate structure. We also show 
evidence for structural differences from ID N M R data. For lactose, we find that 
the change in anomeric carbon configuration of the reducing sugar correlates 
with changes in remote glycosidic torsion angles. 

N M R Residual Dipolar Couplings, NOEs and Calculations for Lactose 

R D C measurements are straightforward because the techniques used to 
measure them are similar to J coupling measurements. In this report, we use ! H -
, 3 C HSQC, long-range ! H - , 3 C HSQC and l H-*H C O S Y N M R spectra to 
measure coupling constants in isotropic solution and splittings in the oriented 
phase. The resulting ^ C H , 22?CH> 3 © C H and 3Î>HH are listed in Table I. Figure 2 
displays two natural abundance HSQC spectra where the ! H - I 3 C splitting in the 
isotropic phase is different from that in the oriented phase. This figure also 
illustrates that the two anomeric forms of the glucose ring are easily detected. 

We generated 5,329 structures in 5° increments of φ and ψ using the CSFF 
(40) and Accelrys (41) molecular mechanics force fields. Our intent in 
generating the structures with CSFF and Accelrys is two fold. First, it is 
important that consistency between force fields is verified. Second, we have 
observed that in sucrose, structures resulting from different force field 
calculations sometimes yield conflicting structural results (28). 

4.0 3.9 3.8 3.7 3.6 3.5 3.4 3.3 4.0 3.9 3.8 3.7 3.6 3.5 3.4 3.3 

Figure 2. Natural abundance HSQC spectra of lactose displaying signals for the 
2, 3 and 5 atoms of the galactose, α-glucose and β-glucose in isotropic solution 
(A), and in a solution of C T A B bicelles (B). 
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Table I. T> values for a- and β-lactose in two liquid crystalline media 
Atom pair 2?(DMPC/DHPC) Τ> (DMPC/DHPC/CTAB) 

H l - C l 5.49 ± 0.20 8.84 ±0.20 
H2-C2 6 5.33 ± 0.20 8.52 ± 0.20 
H3-C3* 5.43 ± 0.20 8.40 ± 0.20 
H4-C4 -1.88 ±0 .20 -7.10 ±0 .20 
H5-C5 4.96 ± 0.20 8.22 ± 0.20 
Hl'a-Cl 'a •8.55 ± 0.20 •12.88 ± 0.20 
H2*a-C2'a 7.90 ± 0.20 12.90 ± 0.20 
H3*a-C3'a 7.63 ± 0.20 11.97 ± 0.20 
H5*a-C5'a 9.84 ± 0.20 13.33 ± 0.20 

Ηΐ'β-α 'β 3.41 ± 0.20 3.69 ± 0.20 
Η2 'β-02 'β 3.53 ± 0.20 4.56 ± 0.20 
Η3·β-03 'β 3.94 ± 0.20 4.89 ± 0.20 
Η5·β-05 'β 3.59 ± 0.20 4.16 ± 0.20 
H2-C1 6 3.29 ± 0.23 
H4-C2 0.63 ±0.13 0.15 ±0.08 
H4-C3 -0.86 ±0.31 -0.65 ± 0.29 
H4-C6 0.01 ±0.19 0.06 ±0.11 
Hl'a-C3'a -0.94 ± 1.35 -0.34 ± 0.63 
Hl'a-C5'cc -0.07 ± 0.75 0.05 ± 0.58 
Η1'β-02'β -0.25 ±0.15 0.08 ±0.15 
Η1'β-03'β -0.17 ±0 .13 -0.48 ± 0.06 
Η1'β-05·β -0.06 ±0.15 -0.30 ±0.15 

Η2'β-α'β 
-0.55 ± 0.76 -0.40 ±0.67 

Η2·β-03'β -0.51 ±0.28 0.48 ± 0.47 
Η2'β-04'β 0.04 ± 0.25 
H 3 ^ - C 2 ^ b 0.62 ± 0.85 -0.52 ± 0.52 
Η1-Η2 0.93 ± 0.30 1.92 ±0.79 
Η2-Η3 0.56 ± 0.56 0.60 ± 0.40 
Η3-Η4 -0.11 ±0.34 0.21 ± 0.21 
ΗΓα-Η2'α 2.39 ±0.11 2.29 ±0.12 
H2'a-H3'a 0.18 ± 0.11 0.55 ±0.18 
H3'a-H4'ab 1.04 ±0.22 2.12 ± 1.01 
Η4'α-Η5'α 2.67 ± 0.60 3.01 ± 0.60 
Η1'β-Η2'β 0.32 ± 0.08 0.13 ±0.09 
H 2 ^ - H 3 ^ b -0.01 ± 0.57 0.13 ±0.65 
H 4 ^ - H 5 ^ b 0.07 ± 0.57 1.26 ±0.65 
Hl-C4'a 0.48 ± 0.66 0.92 ±0.21 
Η1-04'β -0.71 ±0.26 -0.20 ±0 .08 
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Table II. φ,ψ Coordinates for Conformational Energy Minima 

Anomer CSFF Accelrys 
α-lactose 160°, 240° 185°, 235° 

150°, 65° 150°, 190° 
150°, 210° 280°, 250° 
290°, 245° 185°, 85° 

β-lactose 160°, 240 185°, 235° β-lactose 
170°, 85 150°, 190° 
140°, 210 280°, 250° 
290°, 245 150°, 70° 

Note: listed in order of increasing relative energy. 

Comparison with experimental results can be used to improve force fields. The 
conformational energies are drawn in Figure 3 as contour lines. Overall, the 
CSFF and Accelrys force fields agree on the features of the potential energy 

We used the structures resulting from the two force fields in an exhaustive 
conformational search in fitting RDCs obtained from measurements in two 
liquid crystalline media, DMPC/DHPC bicelles (//) and D M P C / D H P C / C T A B 
bicelles (42) (Table I). The best fits for both anomers yield a range of acceptable 
conformations (Figure 3A - 3D). Fits for α-lactose do not coincide with the X -
ray structure, (φ, ψ) = (120°, 270°), while those for β-lactose agree with the X -
ray structure fitting best to a structure with (φ, ψ) = (180°, 240°). Nevertheless, 
both anomers have additional acceptable fits that are in regions indicated as 
minimum energy regions from CSFF and Accelrys force fields, which do not 
coincide with the X-ray structures. The intersection of force field calculations 
and R D C fits suggests that some of the anti-φ conformation is present in solution 
for the oc-anomer, but not for the β-anomer. 

Close examination of the RDCs for the glucose ring, highlighted in bold in 
Table I, reveals that RDCs for α-glucose differ from those of β-glucose by a 
factor of two to three, depending on the alignment medium. Thus, R D C values 
alone for the glucose ring imply that a - and β-lactose have different three-
dimensional shapes. 

To further scrutinize the results of the R D C fittings, we measured l 3C-edited 
Ή - ' Η NOES Y (HSQC-NOESY) spectra of lactose in natural abundance. These 
measurements are facilitated by the approximately 0.12 ppm chemical shift 
difference between C4'a and 04'β (C4a-Glucose and 0 4 β - Θ 1 ^ 0 8 β atoms, 
respectively). Well-resolved, cross-peaks between HI (ΗΙα/β-Gal) and the 
Η4'-(α/β) peaks are observed in this two-dimensional, 1 3C-edited experiment. 
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R D C R D G f N O E 

Figure 3. φ,ψ maps displaying energy contours and RDC fits (blue diamonds) of 
a - and β-lactose to structures calculated by CSFF and Accelrys (panels A-D). 
Panels E-H show similar maps with added NOE distance constraints. X-ray 
structures are indicated by a triangle for α-lactose and a square for β-lactose. 
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Table III. NMR Derived Internuclear Distances 

Atom Pair Internuclear Distance (Â) Reference 

Hl-H4'ct 2.91 ±0.14 Η1'α-Η2'α 

Η1-Η4'β 2.71 ±0.12 Η1·β-Η3'β 

Η1-Η4'β 2.56 ±0 .06 Η1'β-Η5'β 
Note: Measured from NOE buildup curve. NOE mixing times used for the 
data range from 100 ms to 200 ms. Errors are at 95% confidence limits. 

The intensity of these cross peaks was tracked as a function of N O E mixing time 
in the linear portion of the NOE buildup, to yield internuclear distances for the 
two anomers (Table III) (43). To obtain internuclear distances, the slope of the 
buildup curves for the peaks of interest (Η1-Η4'α/β) was divided by the slope of 
the buildup curve for a well-resolved peak whose H-H internuclear distance is 
known from aè-initio quantum mechanical calculations as a reference distance 
(44). Depending on the reference peak used two possible internuclear distances 
are calculated for Η1-Η4'β, which indicates that β-lactose tumbles 
anisotropically. The discrepancy arises from a difference between the angle 
made by internuclear vectors of ΗΓβ-Η3'β and ΗΓβ-Η5'β and the principal 
diffusion axis. Though these values are within experimental error of one 
another, the value determined from referencing to the ΗΓβ-Η5 'β internuclear 
distance differs significantly from Hl-H4'oc. However, when referenced to the 
ΗΓβ-Η3'β distance the Η1-Η4'β internuclear distance is within experimental 
error to that of surfaces of Hl -H4 'a . The vacuum calculations (dielectric 
constant, ε = 5) yield surfaces with energy minima for four values in φ,ψ space 
(Table II). These regions indicate that lactose may be interconverting amongst a 
few structures. The calculated potential energy surfaces for α-lactose are similar 
to those for β-lactose. This introduces an ambiguity that can only be properly 
dealt with i f the overall molecular shape is known. 

Intersection of the force field potential energy surfaces, R D C fits and NOEs 
(Figures 3E-3H) unambiguously indicates that the solution conformation of 
β-lactose is in the same region as the X-ray structure, 150° < φ < 210° and 210° 
< ψ < 270°. On the other hand, α-lactose deviates from the X-ray structure with 
150° < φ < 180° and 150° < ψ < 180°. 

Detection of Previously Unassigned Chemical Shifts in Lactose 

The preceding results suggested that it might be possible to detect two sets 
of chemical shifts: one for the galactose ring attached α-glucose and another for 

  
  



galactose ring attached to β-glucose. To further explore this possibility, we 
measured high-resolution one-dimensional l 3 C N M R spectra (Figure 4). These 
spectra show two sets of 1 3 C chemical shifts for every atom in the galactose ring, 
except for C5. One set for the β-galactose ring attached to α-glucose, and a 
second set for the β-galactose ring attached to β-glucose. Though C5 chemical 
shifts are not differentiated, the presence of two unresolved chemical shifts is 
suggested by the asymmetric lineshape of the C5 resonance and the relative peak 
intensity. Previous studies reported only one set of chemical shifts for the 
galactose carbon atoms. The peak intensity ratios of the newly detected peaks 
match the ratios of the α: β peaks in the glucose ring of lactose. We conclude 
that these shifts depend on whether the galactose ring is attached to α-glucose or 
β-glucose. 

Implications of R D C Studies for Lactose Structure 

RDCs for the glucose rings of a - and β-lactose are indeed different and 
imply that the two anomers have markedly distinct three-dimensional structures. 
R D C fits give a range of acceptable structures such as those seen in Figure 3 for 
the α-anomer. These conclusions are supported by chemical shift data showing 
two distinct sets of signals for the galactose ring. Even though they are 
ambiguous in showing the differences between a - and β-lactose, the NOE data 
complement the results of the RDC fits by significantly restricting 
conformational space for lactose. Alone, the N O E data can be misleading 
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because they show that the H l - H 4 ' a and Η1-Η4'β internuclear distances (Table 
II) are comparable, which implies that their structures are likewise similar. 
However, the range of allowed structures deduced from N O E restraints alone is 
broad: 30° < φ < 210°, 150° < ψ < 330° for α-lactose and 60° < φ < 180°, 180° < 
ψ < 300° for β-lactose. These ranges are significantly reduced when overlap 
with low-energy regions calculated by molecular mechanics is considered. Yet, 
the possibility exists that while the distances are indistinguishable within 
experimental error, the torsional angles, φ and ψ are different and may yield 
detectably different three-dimensional structures: for example α-lactose 
structure can be defined by (φ,ψ) = (90°, 210°), while β-lactose is defined by 
(φ,ψ ) = (150°, 270°). RDCs further aid in interpreting this data by reducing the 
likely conformations to 150° < φ < 180°, 150° < ψ < 180° for α-lactose and 150° 
< φ < 210°, 210° < ψ < 270° for β-lactose. The results presented here indicate 
that α-lactose has a different structure in solution than it does in the X-ray 
structure, while the structure of β-lactose is quite similar in solution and X-ray. 
The discrepancy for α-lactose may be due to crystal packing forces. 

The above results signify that the shapes of a - and β-lactose are dissimilar 
(Figure 5). It is remarkable that a minor stereochemical difference such as a - vs 
β-lactose (axial or equatorial O H at the reducing ring) can result in significant 
remote changes in φ and ψ and ultimately in molecular shape. We are currently 
exploring possible explanations for this effect. One possibility is that an 
experimentally unobserved conformation is populated in α-lactose and not in 
β-lactose. This would imply that conformational interconversion is ongoing. 

Figure 5. Likely structures of a - and β-lactose, (φ,ψ) = (150°, 160°) and (170°, 
230°), respectively from a combination of RDCs, NOEs and calculations. These 
structures highlight the different shapes of the two lactose anomers. 
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MO OH MO OH 
•H 

HO >H HO 

β-lactose α-lactose 

Figure 6. Differences in hyperconjugative interactions in β - and α-lactose 

Since each molecular conformation has a different shape, the RDCs and NOEs 
for each of these shapes are expected to be different. If the conformational 
jumps were occurring faster than 10"6 s"1, we would expect to observe averaging 
of RDCs, NOEs and chemical shifts for the unobserved, individual 
conformations. The results of the presence of more than one conformation on 
the NOEs would be a larger apparent H1-H4 1 internuclear distance. This effect 
would make it more difficult to clearly differentiate internuclear distances 
between a - and β-lactose. The effect of additional conformations on RDC-
based analysis could also result in virtual conformations. We attempted to rule 
out virtual structures from a combination of force field calculations and NOEs. 

It is also possible that the RDCs lead to underdetermined structures because 
many of the internuclear vectors are parallel. Thus, accurate conformations may 
be difficult to obtain. For small molecules, the mechanism of alignment, which 
leads to the observation of RDCs, is not well understood. Though it is not likely, 
the two anomers of lactose may interact differently with the orienting media. 
This would result in a conformational change compared to that in isotropic 
solution, and could explain the differences in alignment between a - and 
β-lactose. Nuclear relaxation measurements would be used to probe this 
potential difference in interactions. 

Another possible source of shape differences between a - and β-lactose 
may be that their hydration spheres are different. A n axial O H in the a - anomer 
may change the hydration sphere through changes in the water network relative 
to the equatorial O H in β-lactose. This difference in hydration may also result in 
a significant shape difference, and hence differences in molecular alignment. 
Understanding changes in hydration requires significant molecular modeling 
efforts in the presence of bound and surrounding water molecules. 

Yet another possible source of disparate structures between a - and 
β-lactose is hyperconjugation (Figure 6). Both a - and β-lactose have the 
galactose ring attached to the glucose in a β 1-4 linkage, yet the torsional angles 
φ and ψ differ depending on whether the reducing ring is in the α or β form. 

Extended orbital overlap is possible in β-lactose between 04-C4 Glc and 
C5-05 Glc, and C5-05 Glc and CI-01 Glc. In α-lactose orbital overlap is still 
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present between 04-C4 Glc and C5-05 Glc, but this network cannot be 
extended to CI-01 Glc in the same fashion as in the β-anomer. In the 
α-anomer orbital overlap of the axial p-type lone-pair on 05 with the anti-
periplanar axial C I - O H bond is much more prevalent than in the β-anomer. The 
donation of electron density from the 05 lone-pair into the axial C I - O H bond in 
the α-anomer would inductively withdraw electron density from the 05 making 
the overlap between 04-C4 and 05-C5 different from the overlap in the 
β-anomer. These overlap differences may cause the observed differences in 
three-dimensional structure of the two anomers. This possibility could be tested 
with ab-initio quantum mechanical calculations. 

The RDC fits are complicated by the fact that the reported RDCs for the 
galactose ring in lactose are superpositions for β-galactose attached to a - and 
β-glucose. Measurement of 1 D C H at high resolution in two-dimensional HSQC 
spectra is not trivial, and is complicated by long-range ' H - ^ C couplings, which 
are usually not resolved in a typical HSQC experiment. Measurement of long-
range l H - l 3 C couplings is yet more challenging. Finally, three-dimensional 
N M R will be needed to measure ! H - ! H couplings. 

Concluding Remarks 

The reported data presented in this chapter demonstrate that the two lactose 
anomers have distinct structures. This conclusion is based on a combination of 
new N M R R D C measurements, interresidue NOEs and molecular mechanics 
calculations. The first indication that this is the case was observed from 
differences between RDCs for the two anomers of the glucose ring. One method 
we have successfully used to find the likeliest conformations in carbohydrates is 
to overlap the acceptably fit regions from RDCs with those from molecular 
mechanics calculations (21,28). This technique appears to be helpful in lactose 
as well. According to these fits, the structural differences manifest themselves in 
terms of different φ,ψ torsion angles and hence different shapes. Chemical shift 
differences in the galactose ring are further evidence that structural differences 
exist between the structures of a - and β-lactose. 

The results for lactose appear to be true for cellobiose and maltose as well, 
and imply that a - anomers of these disaccharides have different structures from 
the β-anomers (45). These conclusions were first supported by R D C 
measurements, which are expected to be powerful structural aids in delineating 
carbohydrate structure in the future. 
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Their inherent flexibility, combined with the multitude of 
linkages and functionalities possible, provides a fundamental 
challenge in the development of carbohydrate force fields for 
modeling oligosaccharides. Validation of carbohydrate force 
fields has been hampered by both the paucity of structural data 
for all but the simplest glycans, but the development has 
rapidly progressed due to advancements in ab initio methods. 
Condensed-phase properties of monosaccharides have been 
accurately modeled with current methodology, but in order to 
determine the ability of these carbohydrate force fields to 
accurately describe oligosaccharides, a thorough systematic 
analysis remains to be performed. 
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L Introduction 

i. Necessity of carbohydrate force fields 

Carbohydrates are involved in many biological recognition processes, 
including immune response to bacterial pathogens, adhesion of bacteria and 
virus particles to host cells, in the hyperacute rejection of tissue transplants from 
nonhuman sources (xenograft transplantation) and in inflammatory response ( Ι 
ο). Further, the covalent attachment of carbohydrates (glycosylation) is one of 
the most prevalent post-translational modifications of proteins. The heightened 
awareness of carbohydrate function has increased the desire and need to 
understand their three-dimensional structures. Traditionally, experimental 
techniques, such as X-ray diffraction and nuclear magnetic resonance (NMR) 
spectroscopy, have been used to study the conformations of carbohydrates and 
their interactions with proteins. However, these techniques yield static, or 
average, pictures of inherently dynamic systems. Computational chemistry has 
proven to be a valuable tool in studying the dynamics of protein and nucleic 
acid systems, and it has already been shown to be successful in studying 
systems involving carbohydrates (7-9). Molecular modeling tools enable the 
exploration of sequence-structure relationships in oligosaccharides, which are 
experimentally difficult to establish due to the challenges associated with 
generating modified carbohydrate sequences in sufficient quantity and purity. 
In addition, computational chemistry can provide accurate models for the 
interpretation of experimental data that are only indirectly related to structure, 
such as, spectroscopic data, but also from biological and immunological studies. 
As the interest in glycobiology grows, so grows the demand for improved 
theoretical methodologies. 

Quantum mechanical methods are powerful tools for examining the 
conformational stabilities of molecules in the gas phase. The applicability of 
these ab initio methods to systems under biologically relevant conditions (Le. in 
water) is limited to relatively small systems, whereas methods based on 
Newtonian physics, such as molecular mechanics and dynamics, alleviate this 
problem. Just as the accuracy of the ab initio method depends heavily on the 
choice of basis set, so, the accuracy of the classical method depends on the 
rigorous derivation of force field parameters. With a properly tuned force field 
one can model large carbohydrate and glycoprotein systems with a remarkably 
high degree of confidence in the obtained structures. Protein force fields have 
been refined for several decades with many research groups contributing to their 
development. The growing interest in structural glycobiology has led to the 
need to develop protein-consistent carbohydrate force fields. The application of 
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existing classical methods, such as molecular dynamics (MD), in combination 
with the more recently developed protein-consistent carbohydrate force fields 
can potentially become a key structural tool in the field of glycobiology. In 
section I, a brief summary of the challenges associated with carbohydrate 
simulation, with a focus on the development of appropriate for fields is 
presented. In the following section a description of specific implementations is 
given. Lastly, some general conclusions regarding the current status and future 
direction of carbohydrate force field development are reached. 

ii. Challenges in carbohydrate force field development 

Development of a carbohydrate force field is a challenging endeavor due to 
the inherent flexibility and lack of regular tertiary structure in oligosaccharides. 
Minimally, a carbohydrate force field must address the stability and structural 
properties of glycosyl rings, rotational properties of exocyclic bonds (i.e. the 
C5-C6 ω-angle in pyranoses), and the conformational properties associated with 
the O-C-0 moiety (i.e. the anomeric and exo-anomeric effects) (10). 

Amino acids polymerize in a single, linear fashion to form polypeptides. In 
contrast, carbohydrates polymerize by linking through any of several different 
hydroxy 1 positions to form both linear and branched structures, Figure 1. While 
only one peptide can be formed from two alanyl residues, up to eleven 
chemically unique disaccharides can arise from combining two glucopyranosyl 
residues through permutations of linkage position and anomeric configuration. 
Each of these disaccharides may adopt distinct conformational families about 
their linkage depending on the shape of the local potential energy surface. 

Figure 1. Possible linkage positions (2,3,4,6) and anomeric configurations 
(α,β) involved in a glucopyranosyl (Glcp) residue in an oligosaccharide. 

Due to the high number of hydroxyl groups, carbohydrates have the ability 
to form inter-residue and solute-solvent hydrogen bonds. Water can compete 
with internal hydrogen bonds, attenuating the extent of inter-residue interactions 
and increasing molecular flexibility (11-13). For these reasons, carbohydrates 
present a unique challenge in the development of a robust force field for 
modeling the physics of oligosaccharides. 
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In addition to purely carbohydrate systems, the ability to integrate the 
carbohydrate force field with a protein force field allows the former to be of 
broader scientific use (14). Typical quadratic biomolecular force fields, such as 
OPLS, AMBER, and C H A R M M , include contributions from bond stretching 
(r), angle bending (0), and non-bonded interactions (Coulomb and Lennard-
Jones terms) (14-18). In order to account for non-classical behavior, such as the 
hyperconjugation involved in the rotation around the O-C-O-C torsion angle in 
carbohydrates, the addition of a torsion term is necessary in the potential energy, 
^ t o t a i » equation 1. It should be noted that the inclusion of torsion terms can be 
considered a correction that partially compensates for the deficiencies in the 
classical model, such as the omission of molecular polarizability and other 
quantum effects. Derivation of parameters that influence the overall three-
dimensional structure of oligosaccharides, such as the partial atomic charges and 
torsion terms associated with the glycosidic linkages, is frequently the most 
crucial task in carbohydrate force field parameterization. 

^ bonds ancle 

Σ Στ[ 1 + 0 Ο 8 ^-^)] + Σ s« 
nonbonded dihedrals η 

where 4 = βχ,Βν = 2ev%, ev = fa,, and ^ y = R, + R, 

(1) 

In order to achieve compatibility between carbohydrate and protein force 
fields, both models need to be derived for use with the same potential energy 
function, the same solvent model, and must employ compatible partial atomic 
charges (q\ In short, mixing parameters from different force fields or from 
different derivation methods can lead to a critical loss of internal consistency. 

In some cases, protein force fields employ a scaling factor to dampen 1,4 
van der Waals (Svdxv) and electrostatic interactions (Sq) (15,16). This treatment is 
problematic when deriving carbohydrate parameters and is exemplified by 
looking at the ω-angle in α-D-Glçp-OMe, Figure 2. In the gg rotamer, the 
distances between 06—04 and 06—05 are essentially equivalent. However, 
the former is a 1,5 interaction, while the latter is a 1,4 and is artificially 
weakened by the application of the 1,4 scaling factor. Removal of the scaling 
factors or introduction of additional scaling factors has been shown to be 
necessary to obtain the best fit to rotational properties for this linkage, but may 
result in loss of compatibility with the protein force field (19-20). 
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#(ω=~60°) (g (ω =-180°) ^(ω=~300°) 

Figure 2. The ω-angle rotamers in a-D-Glcp-OMe, in which r} ~ r2. 

iii. Validation of carbohydrate force fields 

In developing and validating force fields one of the primary considerations 
is to decide if the force field should reproduce gas-phase data, condensed-phase 
data, or both. Furthermore, one should decide if the force field should be 
developed using experimental data, theoretical data, or both. The quadratic 
force fields discussed here generally utilized a combination of experimental and 
theoretical data for parameter development, except for the torsion parameters, 
which were derived almost exclusively from ab initio gas-phase data. In some 
cases it is necessary to further modify the parameters to reproduce condensed-
phase data. The decision as to how to appropriately modify the parameters is 
part of the "art" in parameterization. A recent example of this is the series of 
carbohydrate force fields by Brady and coworkers for use in C H A R M M that 
were initially based on gas-phase ab initio calculations, but later modified to 
reproduce solution-phase N M R data (17). 

Hemmingsen et al. recently performed a comparison of 20 modern 
carbohydrate force fields examining their ability to reproduce molecular 
properties in the gas phase (18). Quantum mechanical optimizations were 
performed on selected conformations of S-deoxy-P-D-Xyl/OMe, α,β-D-Glc;?-
OMe, α,β-D-Galp-OMe, and a hydrogen-bonded complex between a water 
molecule and a-D-Glc/?-OMe. From this study, it was concluded that the force 
fields evaluated, which included only the GLYCAM2000a, AMBER*, and the 
general CHARMM22 and A M B E R (PARM94) parameters sets of those 
discussed here, have three major problems: 1) the inability to reproduce the 
gas-phase interaction energy between water and a-D-Glcp-OMe; 2) the inability 
to reproduce the relative stability of ω-angle conformers; and 3) the inability to 
predict the correct ranking of anomeric stabilities. However, a more relevant, i f 
pragmatic, method of validation is to examine how the force fields reproduce 
condensed-phase properties (i.e. binding free energies, solution conformational 
properties, etc.). 

  
  



240 

Performing solvated M D simulations on carbohydrates and 
oligosaccharides allows the comparison of a force field's performance with 
respect to condensed-phase experimental data, such as N M R scalar ./-couplings, 
NOE intensities, and residual dipolar couplings. Evaluation of force fields in 
this manner is more demanding and less frequently reported, but provides a 
potentially powerful method when coupled with gas-phase validation for 
determining the strengths and weakness of a given force field, as well as gaining 
insight into the physics behind the role that solvent plays in mediating 
carbohydrate conformations (11,19,20). 

The ability to increase the timescale of M D simulations and to employ free-
energy based methods, such as potential of mean force (PMF) calculations, has 
allowed a more thorough evaluation of condensed-phase conformational 
properties to be made (21-23). The ability to reproduce the experimental 
solution-phase rotamer populations for glycosidic linkages as well as the co-
angle provides an indication of the suitability of the force field for solution-
phase M D simulations(17). Rotamers around the C5-C6 bond are classified into 
three states: tram-gauche (tg), gauche-gauche (gg), and gauche-trans (gt), 
based on the conformation of the 05-C5-C6-06 and C4-C5-C6-06 dihedral 
angles, respectively, and are illustrated in Figure 2. These populations have 
been determined using M D simulations, with a variety of force fields, and by 
N M R spectroscopy, with the resulting population ratios in qualitative 
agreement, as shown in Table I. Accurate comparisons require the simulations 
to be statistically converged; a simulation time with the magnitude of > 100 ns is 
often necessary when employing explicit solvation, Figure 3. The rate of 
convergence appears to be different for each saccharide, being dependent on the 
barrier heights between the populated rotamers. Statistical convergence of 
simulations is a difficult task to achieve particularly for rotamers with long 
lifetimes, but is an important consideration when evaluating a force field and 
interpreting M D results for flexible molecules. 

Extension of these condensed-phase methods to look at the population 
ratios for the φ- and ψ- angles, as well as the ω-angle in 1—>6 linkages, has been 
useful in determining the orientation of the two monosaccharides relative to 
each other (19,24). The difference in conformational properties in the gas phase 
versus solution phase is exemplified for a-D-Xyl/?(l—>4)-a-D-Xyl/? in Figure 4 
(19). The global minimum is Β in the gas phase, with C and A 0.10 and 
0.89 kcalmol' 1 higher, respectively. In contrast, the global minimum is S in the 
condensed phase with the relative stability of conformers A and C reversed. 
Not surprisingly, inter-residue hydrogen bonding can be a dominant force in the 
gas phase as well as non-polar solvents, but not in polar solvents such as water 
(11,25). 
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Figure 3. Population and convergence for the ω-angle conformer s (gt(*), 
tg(A), andgg(m)) in a-D-Galp-OMe (top) and a-D-Glcp-OMe (bottom) from 
explicitly solvated MD simulations using the GLYCAM04 parameter set(26). 

Table I. Reproduction of the ω-angle populations for D-Glcp and D-Galp. 

D-Glcp D-Galp 
Force Field Method tg gt gg tg gt gg 
Exp. (27,28) 7 41 52 32 56 12 

(29,30) 2 45 53 21 61 18 
PHLB (31) PMF 0 15 85 8 91 19 

MD(10ns) - - - 8 91 1 
CSFF (31) PMF 1 33 66 21 75 4 

MD(10ns) 0 31 69 14 80 6 
GLYCAM2000a b (11,32) M D (50 ns) 6 40 54 28 64 8 

PMF 8 44 48 38 57 5 
G L Y C A M 0 4 b (26) MD(100 ns) 6 45 49 27 62 11 
GLYCAM2000a-LP (32) PMF 5 49 46 28 65 7 
OPLS-AA (33) MD(10ns) 4 51 45 46 52 2 

MD(10ns) 11 77 12 33 64 3 
OPLS-AA-SEI 0 (33) MD(10ns) 4 29 67 38 53 9 

MD(10ns) 4 27 69 61 35 4 
a Explicitly solvated with TIP5P, while all others utilized the TIP3P model (34,35). 
b The methyl glycoside was utilized. 
c Simulations initiated with different starting conformations of the ω-angle. 

  
  



Figure 4. φ, ψ plots of the free energy for a-D-Xylp(l-*4)-a-D-Xylp in vacuum 
(left) and aqueous solution (right) computed with the HGFB parameter set as 
implemented in CHARMM (36-38). Reprinted with permission from Naidoo et 

al (19). Copyright 1999 American Chemical Society. 

Corzana et al examined the condensed-phase conformational properties of 
methyl α-maltoside (a-D-Glc/?(l—>4)-a-D-Glc/?-OMe) and methyl a-
isomaltoside (a-D-Glc/?(l-*6)-a-D-Glc/?-OMe) employing explicitly solvated 10 
ns M D simulations with a variety of carbohydrate force fields (39). Generally, 
the force fields performed well with respect to conformational properties of the 
l->4 linked glycan, but extension to the more flexible 1~>6 linkage and 
examination of solute-solvent properties, indicated large variations in the results 
between different parameter sets. 

II. Carbohydrate parameter sets implemented into the OPLS, 
CHARMM, and AMBER biomolecular force fields 

i . Optimized Potentials for Liquid Simulations (OPLS (15,40)) 

Unlike the original OPLS force field, the successor OPLS-AA no longer 
merges the aliphatic hydrogen atoms with their attached carbons in a united-
atom fashion (40). The majority of bond and angle terms were taken from the 
A M B E R force field, while new torsion and non-bonded terms were derived 
(37). The torsion and non-bonded parameters were derived simultaneously to 
reproduce conformational energy profiles obtained at the HF/6-31G(d) level of 
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theory for over 50 organic molecules and ions as well as enthalpies of 
vaporization and densities for 34 pure organic liquids, respectively (41). The 
partial atomic charges were derived from pure liquid simulations of compounds 
containing the relevant functional groups. The group-based charges become 
transferable between molecules by requiring that each group has a net charge of 
zero. Analogous with early A M B E R force fields, OPLS-AA employs a scaling 
factor of 1/2.0 for 1,4 Coulomb and Lennard-Jones interactions. In 2001, new 
Fourier coefficients were derived for the backbone and side chain torsion angles 
in the protein force field and small modifications were made to the non-bonded 
parameters in order to achieve agreement with data obtained at the 
LMP2/cc-pVTZ(-f)//HF/6-31G(d,p) level of theory (42-44). The resulting force 
field, termed OPLS-AA/L, achieved an overall better fit to a representative set 
of conformers for all the amino acids, with an average root mean square (RMS) 
deviation of 0.47 kcal-mol"1, compared to 0.81 kcal-mol"1 for OPLS-AA. 

Extension of OPLS-AA to carbohydrates by Damm et al. (45) 

To extend the OPLS-AA force field to carbohydrates, 144 conformers of 
α,β D-Glc/7, D-Gal/?, D-Manp, D-Glcp-OMe, and D-Man/?-OMe were optimized 
at the HF/6-31G(d) level of theory. Utilization of model compounds, such as 2-
hydroxytetrahydropyran, to derive relevant carbohydrate torsion parameters did 
not lead to optimal results, which may be due to the use of a set of low energy 
conformers as opposed to the complete rotational profile for the φ-angle in each 
model compound. Of the 144 conformers obtained, the energies of those within 
3 kcalmol 1 at the HF/6-31G(d) level were recomputed at the 
B3LYP/6-311+G(d,p) level and then utilized to derive the torsion parameters 
(46-48). A l l torsion parameters were derived simultaneously with the Fitpar 
fitting program (49). Since only local minima were utilized, no information was 
obtained regarding the barrier height between these minima. As a result, the 
transition frequency between accessible conformations in solution may be either 
too frequent or infrequent. A single new atom type was introduced for the 
anomeric carbon, which was used for both α and β anomers. Non-bonded 
parameters were derived in standard OPLS fashion, from liquid simulations of 
smaller, neutral molecular units and pieced together to form the desired 
molecule. The relevant non-bonded parameters were taken from alcohols, 
ethers, diols, and alkanes. Overall, the optimized parameters gave an RMS 
deviation of 0.75 kcal-mol"1 for the relative energies of the 44 minima utilized 
during the derivation of the torsion parameters. 

Application of the 1,4 scaling term in the standard OPLS-AA force field to 
the carbohydrate force field was found to be problematic. Correction of the 
resulting inequality created between 1,4 and 1,5 interactions associated with 
06—05 and 0 6 - 0 4 interactions discussed above, could not be fully achieved 
solely through optimization of the relevant torsion parameters. The populations 
of the ω-angle conformers generated by OPLS-AA demonstrated that the tg 
conformer is underestimated by about 20% during two explicitly solvated 10 ns 
M D simulations of a-D-Gal/?, however no final assessment can be made for a-
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D-Glcp due to the large variation observed between the populations for two M D 
simulations initiated from two different ω-angle orientations, Table I (33). 

Scaling Electrostatic Interactions (OPLS-AA-SEI (33)) 

The problem arising from the use of a 1,4 scaling term in simulations of 
carbohydrates with the general OPLS-AA force field was alleviated by 
introduction of additional 1,5 and 1,6 scaling factors. The 1,5 electrostatic 
interactions between the hydroxyl oxygen and vicinal hydroxyl hydrogen 
groups were scaled by 1/1.26, while the 1,6 interactions for 06—H04 and 
H06—04 were scaled 1/1.22, Figure 5. After the alteration of scaling factors, 
the relevant carbohydrate torsion terms were refit. Three separate C s p 3 - C S p 3 -
C S p3-O s p 3 terms were introduced to differentiate between the C-C-C-OH found 
throughout the pyranosyl ring, the C-C-C-05, and the C3-C2-C1-01 sequences, 
which necessitated the introduction of a unique atom type for the 01 oxygen 
atom. 

Figure 5. Illustration of the atoms involved in the 1,5 and 1,6 (left) and extended (right) 
scaling factors introduced in the OPLS-AA-SEI force field (33). 

Owing to the presence of 1,6 scaling in the OPLS-AA-SEI force field, 
extension of these parameters to oligosaccharides containing 1,6 linkages is not 
straightforward. Therefore, the parameters relevant for the 05-C5-C6-06 type 
torsion angle were reoptimized to reproduce the ω-angle potential energy profile 
for 6-0-(r-methoxy-ethyl)-P-D-Glc/?, which was obtained at the HF/6-31G(d) 
level, as well as the experimental ω-angle populations for β-gentiobiose (6-0-β-
D-Glçp(l-»6)^-D-Glcp) (34,50). An additional, extended scaling term between 
the C2 hydroxyl group and C41 hydroxyl group was needed to yield an adequate 
fit to both data sets (34,50). A value of 1/1.0 for the 1,6 and extended scaling 
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terms yielded an ω-angle population ratio for β-gentiobiose of 36:62:2, which is 
in agreement with the experimental data of 34:66:0, both corresponding to the 
gg-gMg ratio (51). Application to β-laminarabiose (D-Glc/?(l-->3)^-D-Glc/?) 
revealed that no new parameters or scaling factors needed to be derived, only 
that the original OPLS-AA-SEI 1,5 and 1,6 scaling factors must be extended to 
all corresponding interactions in the molecule. 

i i . Chemistry at HARvard Macromolecular Mechanics ( C H A R M M (17,18)) 

The focal point of development for the C H A R M M parameter sets was to 
achieve the correct balance between solute-solute, solvent-solvent, and solute-
solvent interactions, in which the solvent model employed was TIP3P (34). The 
Lennard-Jones parameters for the solute were derived via fitting to interaction 
energies and thermodynamic parameters obtained from experimental data and 
ab initio computations. A 1,4 Lennard-Jones scaling term was only found to be 
necessary to achieve the best fit in specific cases, such as between the peptide 
oxygen and nitrogen. Based on the formation of groups, which contained 
approximately 5 atoms, the charge of the whole group was set to zero and the 
individual partial charges were optimized to reproduce interaction energies and 
thermodynamic data from the aforementioned data. Similarily to the partial 
charge derivation in OPLS, this method has the advantage that functional groups 
can easily be added, i.e. to form derivatized amino acids that were not originally 
developed. There are no specific hydrogen bond parameters implemented. 

Urey-Bradley terms were added to the potential energy function to improve 
the fit to the vibrational data for in-plane deformations and separation of 
symmetric and asymmetric bond stretching modes. Data from X-ray 
crystallography, gas-phase infrared and Raman spectroscopy, and HF/6-31G(d) 
ab initio computations were utilized to determine the Urey-Bradley terms, 
equation 2, where KUB is the Urey-Bradley force constant and S is the distance 
between two covalent bonds (1,3 distance). The C H A R M M force field was 
developed explicitly for proteins, nucleic acids, and common functional groups 
for use in a variety of molecular modeling applications. 

i ^ = I ^ ( S - S o ) 2 (2) 

Extension of CHARMM to carbohydrates by Ha, Giammona, Field, and Brady 
(HGFB (37)) 

HGFB is an all-atom model for M D simulations of carbohydrates, which 
utilized the C H A R M M methodology to determine partial charges. A l l 
parameters were optimized via fitting to experimental infrared and Raman 
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vibrational spectra as well as neutron-diffraction structural data for a-D-Glcp 
(52-54). Generalized torsions of the form X - A - B - X were utilized and there 
were no explicit hydrogen bonding terms. The initial study focused on 
applications in the gas phase and subsequently, crystal simulations were 
performed for both a-D-Glc/? and its monohydrate, in which crystallographic 
symmetry was not imposed (55). Performing crystalline-phase M D simulations 
yielded a low RMS deviation (0.36 Â for both) to the experimental solid-phase 
structure (52,56). In contrast, explicitly solvated PMF simulations were 
performed to examine the ω-angle rotamer populations of β-D-Glçp. This 
analysis illustrated the inability of this force field to yield an experimentally 
consistent rotamer distribution, in which the experimentally least populated 
rotamer, /g, was computed to be present for approximately half of the simulation 
(17). 

Extension of CHARMM to carbohydrates by Raima, Liang, and Brady 
(PHLB (57)) 

The PHLB force field was developed as an improvement over the HGFB 
force field, with a specific goal of reducing the frequency of hydroxyl rotations 
in solution. As in HGFB, experimental vibrational and structural properties 
were utilized to develop the bond, angle, and torsion parameters, but, in addition 
the MP2/6-31G(d) rotational energy profile around the C-C bond in ethylene 
glycol was included to revise the O-C-C-0 torsion parameters. The van der 
Waals parameters and partial atomic charges (equivalent charges utilized for the 
α and β anomers) were taken from C H A R M M and explicit torsion terms were 
implemented as an improvement over the generalized terms utilized in the 
HGFB parameter set. Overall, the resultant effect was a stiffening in the 
rotational freedom of the secondary hydroxyl groups. Explicitly solvated PMF 
calculations of a-D-Glc/? indicated that the population of the gg conformer was 
overestimated at the expense of both other conformers, but is still an 
improvement over the HGFB results. The PHLB results for β-D-Galp were 
closer to experiment, with only a slight underestimation in the population of the 
tg rotamer. 

Carbohydrate Solution Force Field (CSFF (31)) 

In 2002, the PHLB force field was empirically modified to reproduce the 
experimental ω-angle rotamer populations, resulting in the CSFF force field. 
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The computed populations were determined from explicitly solvated PMF 
calculations on a-D-Glc/? and a-D-Gal/?. Based on these results, the 
05-C5-C6-06, 05-C5-C6-H6, and C4-C5-C6-06 dihedral terms were 
reparameterized with introduction of a new atom type for C6 to make this term 
specific for the rotation of the hydroxymethyl group. In addition, the H-O-C-H 
dihedral force constants were reduced by 40% to increase the frequency of 
rotations of the secondary hydroxyl groups. A l l other parameters were left 
unadjusted from the PHLB force field, including the partial charges, shown in 
Table II. From both the explicitly solvated 10 ns M D simulations, as well as the 
explicitly solvated PMF computations, the CSFF model displayed a clear 
improvement over the HGFB and PHLB force fields with respect to the ω-angle 
rotamer populations (Table I) and the rotational timescale is on the order of a 
nanosecond. 

Table II. Partial charges implemented for a-D-Glc/?. 

CSFF AMBER* GLYCAM 
04 04-LP" 

C l 0.200 0.513 0.509 0.292 
HI 0.090 -0.011 0.000 0.000 
O l -0.660 -0.673 -0.639 -0.440 
HOI 0.430 0.425 0.445 0.327 
C5 0.250 0.246 0.283 0.227 
05 -0.400 -0.500 -0.574 -0.366 
C2 0.140 0.196 0.246 0.170 
02 -0.660 -0.512 -0.713 -0.436 
H02 0.430 0.316 0.437 0.281 
C3 0.140 0.196 0.286 0.109 
03 -0.660 -0.512 -0.699 -0.430 
H03 0.430 0.316 0.427 0.280 
C4 0.140 0.161 0.255 0.146 
04 -0.660 -0.512 -0.710 -0.428 
H04 0.430 0.316 0.436 0.278 
C6 0.050 0.175 0.277 0.138 
06 -0.660 -0.425 -0.682 -0.420 
H06 0.430 0.285 0.418 0.272 
H2-H6 0.090 0.000 0.000 0.000 

a The sum of the partial charges from the pair of lone-pairs 
centered on each oxygen atom. The actual charge at the 
oxygen position is zero. 
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PARM22/SU01 (58) 

PARM22 was developed for C H A R M M following the protocol previously 
employed in the development of G L Y C A M for A M B E R (59). Based on 
rotational profiles determined at the B3LYP/6-31G(d) for rotation around the φ 
angle for both axial and equatorial 2-methoxytetrahydropyran (2-MTHP), the 
C-C-O-C and O-C-O-C torsions were reparameterized to yield PARM22/SU01. 
In addition, the rotational profiles for the ω-angle in α-D-Galp-OMe and 
α-D-Glcp-OMe were computed with DFT without intramolecular hydrogen 
bonding in order to reparameterize the 05-C5-C6-06 torsion. Close agreement 
was obtained between PARM22/SU01 and experimentally determined ]H-lH 
distances and VC,H coupling constants for the explicitly solvated trisaccharide, 
P-D-Glc/?(1— 2)[ P-D-Glc/?(l->3)]-a-D-Glcp-OMe (60). 

i i i . Assisted Model Building and Energy Refinement ( A M B E R (14,15)) 

The key difference in AMBER, which was originally developed to model 
proteins and nucleic acids, versus the OPLS and C H A R M M biomolecular force 
fields, is in the derivation of partial charges. The partial charges in A M B E R are 
derived from a least squares fitting to ab initio derived molecular electrostatic 
potentials with the Merz-Kollman method at the HF/6-31G(d) level (61). 
Within this methodology, the most promising results were obtained when 
multiple conformations were utilized in the electrostatic potential fit and a 
hyperbolic restraint was employed, termed restrained electrostatic potential 
(RESP) fitting (62,63). Utilization of multiple conformations and a multi-stage 
RESP fitting resulted in more-consistent charge sets, reduced artifacts observed 
for the partial charges of buried atoms, and the need for a reduction in the 1,4 
scaling factor for the Coulomb potential, from 1/2.0 to 1/1.2 (16). 

Due to the success of the OPLS description of liquids, the OPLS van der 
Waals parameters were implemented in the Cornell et al. parameters for the 
A M B E R force fields. For those atom types not currently available in OPLS, the 
effective radii (/?,·) and well depth (ei) were optimized in a similar fashion, via 
reproduction of densities and enthalpies of vaporization for liquids containing 
the pertinent atom types. This was in contrast to the original method employed 
in the Weiner et al. parameters in A M B E R , which entailed fitting to crystal 
structures and lattice energies, which necessitated the use of a 10-12 term in the 
potential for atoms involved in hydrogen bonding, equation 3 (64). In both the 
Cornell et al and Weiner et al set of force fields the 1,4 van der Waals terms 
are scaled by a factor of 1/2.0. 
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νΗΒ= Σ 
Γ Di 

(3) 

AMBER* (65,66) 

The united atom A M B E R * carbohydrate force field was modified to 
reproduce anomeric free energies of solvation for a variety of monosaccharides 
utilizing the Generalized Born/Surface Area (GB/SA) continuum model (67,68). 
Extension to oligosaccharides resulted in poor agreement with experimental 
N M R data and led to the development of the all-atom A M B E R * force field (69-
74). Partial charges were computed utilizing the electrostatic potential obtained 
with the CHELPG method at the PS-GVB/6-13G(d,p)//HF/6-31G(d,p) level 
(75,76). The final partial charges on exocyclic atoms were obtained via 
averaging the individual partial charges obtained from the axial and equatorial 
epimers, resulting in a single partial charge set for all pyranosides. In addition, 
the partial charges on aliphatic hydrogen atoms were summed into their attached 
carbon atom posteriori, yielding hydrogen atoms capable of only steric 
interactions. Only the aliphatic hydrogen attached to the anomeric carbon 
retained a partial charge, q H i = -0.011 e, which is the same for both α and β 
sugars. Torsion parameters were determined using rotational profiles computed 
at either the PS-GVB or HF level with standard Pople basis sets for a series of 
model compounds extending to monosaccharides. The bond and angle 
parameters of uracil present in the A M B E R force field were utilized and only 
parameters pertaining to the glycosidic and aglyconic linkages were derived 
from ab initio data (64,77). 

The AMBER* all-atom model reproduced free energies of solvation for 
tetrahydropyran derivatives and monosaccharides utilizing the GB/SA 
continuum model with an average error of 0.32 kcal-mol"1. The extension of the 
A M B E R * model to disaccharides was validated by performing a series of 10 ns 
hybrid Monte Carlo-Stochastic Dynamic (MC/SD) simulations and comparing 
the experimental and computed V C ,H coupling constants across the glycosidic 
(H1-C1-04-C4', ψ) and aglyconic (C1-04-C4-H4', φ) linkages for a series of 
l-»4 linked disaccharides (78). Overall, for four disaccharides, methyl 
β-cellobioside, methyl β-maltoside, methyl β-xylobioside, and β-lactose, the 
3«Λ:,Η(Ψ) was computed to be within the experimental error of 1 Hz, while 
3JC,H(<P) was underestimated (79). The underestimation may be due to lack of 
sampling over 10 ns, which is in agreement with the observed increase in 
flexibility in the φ angle relative to the ψ angle. 
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AMB99C(80) 

The A M B E R force field was modified to reproduce B3LYP/6-31G(d) data 
for 10 low energy conformers of maltose. To achieve the best fit, different atom 
types were introduced for the ring oxygen, the hydrogen atom attached to the 
anomeric carbon, and the anomeric carbon in α and β sugars. A scaling factor 
of 1/2.0 was used for all 1,4 non-bonded interactions, which is consistent with 
the A M B E R force fields developed prior to 1994, and the partial atomic charges 
were assigned from the MSI Insightll 4.0 database based on bond group 
charges. Initial testing focused on comparison of gas-phase properties to ab 
initio and crystal data. In addition, explicitly solvated (TIP3P) M D simulations 
were performed for less than 1 ns on both anomers of maltose as well as 
cyclomalto-oligosaccharides (81). In general, the results were in decent 
agreement with N M R and crystallographic data, but the short timescale makes 
the results inconclusive. In addition, the force field is not readily extendable to 
the multitude of linkages present in oligosaccharides since it was developed 
explicitly for 1—>4 linkages. 

Glycosides and Glycoproteins with AMBER (GLYCAM (11,26,59,82)) 

In 1995, the Cornell et al. A M B E R force field was modified to include 
carbohydrates by fitting torsion profiles determined at the HF/6-31G(d) and 
MP2/6-31G(d) level for model compounds, such as 2-MTHP (16). Three new 
atom types were introduced, one each for the α and β anomeric carbon and one 
for the glycosidic oxygen. The same 1,4 scaling factors for electrostatic and van 
der Waals interactions (1/1.2 and 1/2.0) were implemented as in the Cornell et 
al. force field. Partial charges were determined from fitting to the CHELPG-
determined electrostatic potential at the HF/6-31G(d) level. Reproduction of 
experimentally determined unit-cell crystal parameters for α-D-Glcp validated 
the use of a 0.01 RESP weighting in determining partial charges for pyranosides 
(83). Additionally, in 2000 the OH-CT-CT-OS torsion term was refit to 
B3LYP/6-31++G(2d,2p)//HF/6-31G(d) torsion profiles for the ω-angle in a-D-
Galp-OMe and α-D-Glcp-OMe. In order to accurately reproduce the torsion 
profiles, the 1,4 scaling factors were set to unity , thus alleviating the inequality 
this had caused. Furthermore, eRESP fitting was implemented, which involves 
utilizing RESP fitting to derive partial charges for an ensemble of 100-200 
conformers taken from solvated M D simulations for each pyranoside, which 
were averaged posteriori, yielding unique partial charge sets for α and β 
glycosides (84). Explicitly solvated (TIP3P) 50 ns M D simulations utilizing the 
GLYCAM2000a force field reproduced the ω-angle rotamer populations for 
both a-D-Gal/?-OMe and a-D-Glc/7-OMe, Table I (11). Underestimation of the 
interaction between pyranosides and the TIP3P water model during explicitly 
solvated M D simulations of two α-glycans was corrected by implementation of 
the OPLS van der Waals parameters for the hydroxyl oxygen atom, leading to 
GLYCAM2000b (39). 
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In 2004, a novel set of parameters were developed independently, but for 
use in conjunction with the Cornell et al parameter sets in A M B E R . Bond, 
angle, and torsion parameters were determined from B3LYP/6-31++G(2d,2p)// 
HF/6-31G(d) data for a training set of approximately 100 molecules that 
consisted of hydrocarbons, alcohols, ethers, amides, and carboxylate containing 
compounds, as well as molecules with mixed functional groups, while van der 
Waals parameters were taken from the A M B E R force field. At this level of 
theory and basis set, a reduction of rotational barrier heights occurs in 
comparison to the traditional HF/6-31G(d) potential energy surfaces (Figure 6), 
which will lead to improved conformational sampling for oligosaccharides 
(85,86). 

Unlike previous versions of G L Y C A M , there are no generalized torsion 
parameters (e.g. X-CT-CT-X) present in GLYCAM04 or explicit hydrogen 
bonding terms. Partial charges were determined utilizing the same method 
implemented in GLYCAM2000a, but with the addition that the charges on the 
aliphatic hydrogen atoms were set to zero during the eRESP fitting (87). 
Similar partial charges are obtained for the ring hydroxyl groups and carbon 
atoms as the group-based method utilized in CSFF and OPLS-AA-SEI, with a 
notable difference for the anomeric carbon and the hydroxyl group at CI , Table 
II. The parameters were tested by their ability to reproduce the relative energies 
of selected carbohydrate conformations determined at the HF/6-31G(d) level of 
theory, as well as the ability to reproduce the experimentally determined 
solution-phase population ratios for the ω-, φ-, and ψ-angles during explicitly 
solvated M D simulations of mono- and disaccharides. Specifically, M D 
simulations of methyl α-maltoside and methyl α-isomaltoside have shown an 
improvement in the computed scalar ./-couplings, Table III. 

Glycosides and Glycoproteins with AMBER lone-pair model 
(GLYCAM-LP (32)) 

In 2004, point charges, which represent electron lone-pairs on the oxygen 
atom, were introduced into G L Y C A M to develop a carbohydrate force field for 
use with the TIP5P water model (35). The distance of the lone-pair from the 
oxygen nucleus was varied from 0.0 to 1.0 Â in order to achieve the best fit to 
the electrostatic potential. For sp3 type oxygen atoms, the best fit to the 
electrostatic potential was achieved at a distance of 0.70 Â between the oxygen 
atom and the lone-pair position. It is noteworthy that at this distance the partial 
charge on the oxygen atom converged to zero, which is consistent with the 
TIP5P model (35). This lone-pair inclusive charge set for carbohydrates was 
developed using the eRESP methodology utilizing the same conformations as 
GLYCAM04 and can be used in conjunction with either the GLYCAM2000a or 
GLYCAM04 parameter sets leading to GLYCAM2000a-LP and GLYCAM04-
LP, respectively (84). 
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Table III. Scalar V-couplings for two a-glycans (26,32,39). 

CHARMM GLYCAM 
Exp. HGFB CSFF 2000a 04° 

a-D-Glcp( 1 -*4)-a-D-Glcp-OMe 
3 JC4'-H1 4.1 1.9 3.4 4.0 4.2 
3 Ï 

J H 4 ' - C 4 4.9 2.9 3.9 4.9 4.4 

J H 5 H 6 R 5.0 4.1 4.1 5.8 3.9 
3 T 

J H 5 H 6 S 
1.8 6.5 2.8 2.0 1.8 

J H 5 ' H 6 ' R 5.0 3.4 2.1 2.3 4.5 

JHS'-O'S 2.2 4.1 2.0 1.7 1.6 

J c i ' - H 3 4.4 3.3 3.3 3.3 -
a-D-Glcp( 1 - ^ -a -D-Glcp-OMe 

3 JC6'-H1 3.2 2.5 2.7 2.4 3.1 

J C 1 - H 6 ' R 3.3 2.4 3.1 2.8 2.4 
3 T 3.8 2.1 2.0 2.0 1.7 

J H 5 - H 6 R 5.0 4.5 3.8 6.5 3.7 

J H 5 - H 6 S 2.3 7.3 2.8 1.9 1.7 
3 T 

· » Η 5 ' - Η 6 Ή 4.5 3.5 9.3 5.7 2.5 
3 τ 

J H 5 ' - H 6 ' S 2.0 4.5 1.4 1.9 1.5 
8 Average standard deviation of 1.4 Hz. 

  
  



254 

III. Conclusion 

In recent years, emphasis has shifted from reproduction of gas-phase 
properties to solution-phase properties for validation of carbohydrate force 
fields. The current generation of carbohydrate force fields have been shown to 
reproduce solution-phase properties, such as homo- and heteronuclear 
J-couplings, ω-angle rotamer populations (Tables I and III), and rotational 
correlation times (39). With the increased amount of experimental data for 
larger glycans, and developments in force field methodology, a systematic 
analysis of the ability of each parameter set to reproduce condensed-phase 
properties can be envisioned. 

A complete carbohydrate parameter set must also include the possibility to 
model ionic sugars, such as sialic acid and uronic acids. These systems present 
unique developmental challenges and have not been included in force field 
comparisons. In addition, the majority of models mentioned here utilize three 
point charge water models, SPC/E or TIP3P, while a number of more accurate 
water models exist. Finally, as computer performance continues to increase, 
polarizable biomolecular M D simulations become a possibility. Overall, the 
accuracy of carbohydrate force fields has improved dramatically in the past 
decade, and the methodologies have been applied to a variety of biologically 
relevant problems from structural determinations to the calculation of 
carbohydrate-protein interaction energies (88-92). By requiring the force field 
to reproduce ensemble properties that are inherently dynamic in their origin, 
carbohydrate force fields are being held to more stringent criteria than their 
protein counterparts. This rigor has the benefit that M D simulations of 
oligosaccharides can be used predictively, and can provide a much needed basis 
for interpreting and augmenting limited experimental data. 
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Chapter 14 

Docking Carbohydrates to Proteins: Empirical Free 
Energy Functions 

Alain Laederach 
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Abstract 

Automated docking of small molecules to proteins is a 
powerful approach for both predicting and understanding the 
molecular mechanisms of ligand recognition and specificity. 
Carbohydrate recognition is a key component of many 
biological processes including innate immunity, metabolism, 
and immune response. Computational tools specific for 
studying the molecular basis of carbohydrate recognition have 
recently been developed that efficiently and accurately dock a 
flexible carbohydrate to a protein. Two aspects of 
carbohydrate docking are particularly challenging; 
parametrization of a the potential energy function for the intra-
and intermolecular forces and efficient conformational 
searching. The combination of a genetic conformational search 
algorithm coupled with a novel empirically derived free energy 
function specific for carbohydrates allows the prediction of 
free energies of formation to 1 kcal-mol-1. This chapter covers 
the basic principles of empirical free energy functions and 
their application to carbohydrates. 
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Introduction 

Carbohydrate-protein interactions play critical roles in many biological 
processes. Specific recognition of carbohydrates by proteins is a key element of 
the innate immune response, metabolism, fertilization, embryogenesis, and 
neuronal development (1-3). Carbohydrates and carbohydrate like molecules are 
therefore beginning to play an important role in the basic and pharmaceutical 
sciences and the need for computational tools to accurately model them is 
increasing (4, 5). More specifically, tools that can predict the structure of 
protein-carbohydrate complexes are needed. Furthermore, given the structure of 
a cabohydrate-protein complex, tools that accurately predict the free energy of 
formation are needed for the rational design of specific small molecule 
inhibitors. 

The rich structural diversity of carbohydrates has resulted in a wide variety 
of carbohydrate recognizing proteins (6-9). In general, carbohydrate-protein 
complexes are stabilized by a combination of specific hydrogen bonds and 
hydrophobic contacts (10,11). Specificity is often governed by the formation of 
only a few critical hydrogen bonds (12, 13). Accurate prediction of protein-
carbohydrate complex structures is therefore contingent upon two criteria. An 
accurate potential energy function (often called the scoring function) is needed, 
such that the minimum of the energy function corresponds to the correct 
structure. Secondly, an efficient search algorithm is needed to explore the 
conformational space of the carbohydrate-protein complex in order to find this 
global energy minimum. 

Docking is an optimization problem (14, 15). An objective function is 
defined that evaluates the energy of a starting protein-carbohydrate 
conformation. The carbohydrate is then moved relative to the protein, and the 
energy re-evaluated. This process is repeated until an optimal conformation is 
found where the energy is lowest, or minimized. A docking strategy is defined 
by the combination of the potential energy function, search algorithm, and 
parameters used. This chapter describes some of the recent developments in 
carbohydrate docking strategies, and provides the reader with a basis for 
deciding which docking strategy is best suited for his/her particular problem. 
Indeed many different docking strategies have been developed, but some are 
better suited for carbohydrates than others (16). 

Conformational search 

The conformational search problem for carbohydrates is complicated by the 
inherent flexibility of these types of molecules. Unlike other small molecules 
with many double bonds, most carbohydrates are mainly comprised of 
tetrahedral carbons that afford the molecule significant flexibility. As a result the 
conformational search space is important, and only a judicious choice of search 
algorithm parameters can make the problem computationally tractable. Two 
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major types of search algorithms can be used, gradient driven minimization (or 
local minimization) and gradient free optimization. For most docking potential 
energy functions (see next section), an analytical derivative of the function 
exists and can be used for local minimization. Nonetheless, the problem of how 
to move the carbohydrate remains. Simply moving atoms in space is not 
satisfactory as atoms are bonded to each other, and atoms often move in a 
concerted fashion. 

To capture concerted atomic motions in carbohydrates, moves can be 
accomplished in internal coordinate space, rather than Cartesian space. This 
requires a judicious choice of internal coordinates. Figure 1 shows a typical 
carbohydrate molecule (three rings). 

Figure 1. Illustration of internal coordinates used to confer flexibility to 
carbohydrate structures by rotation around a bond. 

By allowing rotation about the glycosidic linkages, hydroxyls, and the C5-C6 
bond, most of the carbohydrate's flexibility is captured. However, ring pucker 
is also an important contributor to carbohydrate flexibility. It is treated 
separately in most docking strategies. Multiple ring pucker conformations are 
docked independently. These docking simulations are independent and thus 
embarrassingly parallel, and can be run on large clusters of computers (17). 

The state of the system is thus fully described by a series of variables. If a 
molecule has η rotatable bonds, then the η values of their respective angles, 
combined with the Cartesian coordinates of the center of mass and 4 qauternion 
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values define a unique conformation of the ligand. For ëach conformation an 
energy value can be computed, and the docking problem is simplified to finding 
the variables that minimize the energy. An analytical form of the gradients in 
this new internal coordinate space is significantly more difficult to derive than in 
Cartesian space. As a result non-gradient minimization algorithms (e.g. Monte 
Carlo or genetic algorithms) have provided better performance. 

The advantages of using internal coordinates for docking greatly outweigh 
the disadvantages, most notable the fact that the analytical gradients are difficult 
to compute. Local minimization algorithms in Cartesian space can quickly 
converge on a local minimum, but a very large number of initial conditions must 
be tested in order to find the global minimum. Using the internal coordinate 
representation of the docking problem, moves are much more efficient. This is 
especially true i f a genetic algorithm is used to find the global energy minimum. 
The principal of the genetic algorithm is illustrated in Figure 2. 

Genetic algorithms are best adapted for docking carbohydrates, provided 
they are coupled with a local minimizer. In general we have found that applying 
local minimization every 100 generations to all members in the population 
yields optimal docking results. There are certain applications where using a 
Monte-Carlo/simulated annealing protocol (MC/SA) is also advantageous. 
Internal coordinate space must be used with MC/SA as random moves are much 
more likely to be accepted, given that they result in concerted atomic movement. 
MC/SA protocols guarantee a Boltzmann distribution of docked conformations. 
Analysis of the population of different conformations (as measured by structural 
clustering) can yield insight into the relative entropy of a particular 
conformation (15, 18). However, as will be shown in the next chapter, entropy 
of binding can be quantified by a specific term in the potential energy function, 
and as a result most docking strategies now use a genetic algorithm. 

Potential Energy Functions 

Accurate docking of carbohydrates to proteins draws on advances made in 
the fields of optimization and potential energy function parameterization. 
Successful docking strategies require combining a well-parameterized potential 
energy function with an efficient conformational search strategy. The efficiency 
of the search algorithm can greatly reduce the computational effort required to 
obtain a docked structure; however i f the potential energy function is not 
accurate, the docking results will be erroneous. Similarly i f the conformational 
search algorithm does not find the global minimum of the potential energy 
function, equally wrong results maybe obtained. In general the form of most 
molecular mechanics potential energy function is relatively standard: 
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The potential energy function has two main parts. The first three terms 
represent the intermolecular potential, van der Waals, hydrogen bonding, and 
electrostatics, respectively. The four last terms evaluate the intra-molecular 
energy of the ligand. Certain binding modes, especially in enzymes that catalyze 
carbohydrate reactions, can often put internal strain on the ligand and these 
terms account for it (16, 18). The parameters (A, B, C,Dt q, Κ, ψ, δ) for these 
potential energy functions have been refined such that in general the minimum 
of the potential energy function is the correct structure (19). Unfortunately 
however, the potential energy function described above does not take into 
account effects of solvation or binding entropy. 

To model solvent effects into a docking strategy, the principle of the 
thermodynamic cycle can be used (14, 16). This principle is illustrated in Figure 
3. 

The thermodynamic cycle is based on the fact that the change in free energy 
of a system is independent of the path taken. Therefore, binding of a ligand to a 
protein can be broken down into steps. First the ligand and protein are removed 
from solution. Binding then occurs in vacuum, and finally the complex is 
resolvated. This is thermodynamically equivalent to complex formation in 
solution. However breaking down the binding event into such steps greatly 
simplifies modeling. Indeed, solvation models exist based on changes in 
accessible hydrophobic surface area that can accurately predict free energies of 
solvation (14, 16). Furthermore, docking is greatly simplified when performed 
in vacuum as no explicit water is required. 

Practically speaking, the implementation of the thermodynamic cycle is 
accomplished using an empirical free energy function: 

+ / - Σ ( ^ γ ) + a g ^ + f « % w + w > t ~ * η ' ° η (2) 

The intermolecular terms in Equation 2 (first three terms) are similar in form to 
Equation 1, however each term is multiplied by an empirical coefficient (J). The 
intra-molecular energy is treated completely differently. The fourth term in 
Equation 2 is an entropie penalty, and it is dependent on the number of rotatable 
bonds in the ligand (Nt0r). The fifth term describes the change in hydrophobic 
solvent accessibility upon ligand binding. The fourth and fifth terms are 
multiplied by empirical coefficients, AGtor and f50u Hydrogen bonding is treated 
separately in this model, as it is key to correctly model hydrogen bonds 
energetically and conformationally. £ A w is added to the hydrogen bonding term 
to account for hydrogen bonding to solvent. When the carbohydrate binds to the 
protein, it forms hydrogen bonds to the protein. However, in order to form these 
bonds it must break the hydrogen bonds to water. £ / , w is therefore an adjustable 
parameter of the model that accounts for breaking of solvent hydrogen bonds 
upon binding. 

  
  



264 

Figure 3. Illustration of the thermodynamic cycle principle. The blue shape 
represents solvent. The free energy change (AG) of the binding event in solution 

can be calculated as the sum of the free energy change in vacuum plus the 
difference in the free energy changes of solvation of the ligand, protein and 

protein-ligand complex. (See color page 1 in chapter.) 
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Calibration of the Free energy function 

The empirical free energy function must be calibrated, and this is 
accomplished using a training set. The training set contains a series of protein-
carbohydrate complexes of known structure and affinity, the details of which are 
described by Laederach and Reilly (16). The calibration process is straight 
forward. For each complex of known structure and affinity the ligand is docked 
(using a local minimizer) to the active site using as objective function Equation 
1. By starting the docking simulation in the crystallographic (known) 
conformation and using a local minimizer, the ligand will be relaxed and atomic 
clashes resolved. The values of the five terms in Equation 2 can then be 
evaluated. The five empirical parameters (fv^fhton^feiecfsoh and AG,or) are then 
fit to the data set using linear regression. This is illustrated in Figure 4. 

Several empirical models can be tested. For example, the value of 2s*w can 
be adjusted. In most potential energy functions the maximum energetic 
contribution of a hydrogen bond is 5 kcal-mol"1. However in solution, rarely is 
the hydrogen bond geometry ideal; therefore it is likely that the energetic 
penalty for breaking a hydrogen bond to water will be less than 5 kcal-mol'1. 
When calibrating the empirical free energy function, we used a total of 18 
different models and selected the model that gave the lowest residual error. 
Table 1 lists the empirical coefficient values for the three best models that fit the 
data. Our work differs from previously reported empirical free energy functions 
in that the training set we used was comprised only of protein-carbohydrate 
complexes. 

Model A (Table 1) has the lowest residual error and can be used as a 
potential energy function for docking of carbohydrates to proteins. It is 
interesting to compare the values of the empirical parameters for this model to a 
similar model developed for drugs and drug like molecules (14). In Model A , 
the weight of the van der Waals interactions is half that reported in Ref. 14. This 
is compensated by a three fold larger electrostatic contribution. This is not 
surprising given the importance of electrostatics in carbohydrate recognition. 

Discussion 

The empirical free energy model specific to carbohydrates described above 
has been implemented for use in AutoDock. AutoDock is a software package 
that allows users to perform docking simulations of small molecules to proteins. 
Many of the steps required for docking, such as definition of rotatable bonds, 
preparation of the ligand and protein files, are automated such that novice users 
can relatively quickly setup a docking simulation. Use of the carbohydrate 
specific model is described in the supplementary material 
available from ftp://ftp.wilev.com/public/iournals/icc/suppmat/24/1748. 

  
  

ftp://ftp.wilev.com/public/iournals/icc/suppmat/24/1748


266 

-12 - 1 0 - 8 -6 -4 -2 
Experimental Free Energy (kcal/mol) 

Figure 4. Predicted versus experimental free energy residuals after linear 
regression of empirical coefficients in Equation 2 to a training set of 30 protein-

carbohydrate complexes of know structure and affinity. Residual error is 1.4 
kcal-moT1. Adapted from Laederach andReilly (16). Copyright 2003 Wiley. 
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AutoDock is available free of charge to academic users from 
http://www.scripps.edu/mb/olson/doc/autodock/. 

As mentioned previously, successful docking of carbohydrates requires a 
good conformational search algorithm combined with an accurate potential 
energy function. It is critical to couple a local minimization algorithm to all 
global search strategies. AutoDock uses a Solis & Wets algorithm for local 
minimization of a structure. In our experience docking carbohydrates, far 
superior results are obtained i f a large number (>3000) minimization steps are 
used at regular intervals whether a MC/SA or genetic global optimizer is used. If 
the structures are not minimized it is very unlikely that the global minimum wil l 
be found. This is due to the rugged nature of the energy landscape, especially 
when searching using internal coordinate space. Small changes in a single angle 
can cause relative large motions in the molecule resulting in major steric 
collisions and very large energies. 

Although modifying search algorithms parameters can significantly 
improve docking results, there are cases where the minimum of the potential 
energy function does not correspond to the correct structure. This is often the 
case with proteins that bind carbohydrates on their surface, like lectins (9). In 
general, lectins have relative weak binding affinities for carbohydrates. They 
make up for this weak affinity by using avidity affects (12, 13). However, given 
that docking simulations are run on single molecules, these effects are not 
apparent in the models. As a result, docking protocols have significant problems 
finding the correct structure. This is further complicated when an intermolecular 
water mediated hydrogen bond is present in the complex, as is the case in 
Concavalin A (Figure 5). In these cases, simple docking strategies are generally 
inapplicable and more involved simulations are required, such as explicit water 
molecular dynamics. 

Another important consideration when docking carbohydrates to proteins is 
the use of the empirical free energy function as the objective function. In most 
docking protocols the empirical free energy function is used as the objective 
function. This can potentially lead to errors in the predicted structure of the 
protein-carbohydrate complex. The parameters of the empirical free energy 
function are adjusted so as to provide the correct free energy given a particular 
structure. The function's global minimum may therefore not correspond to the 
correct structure. In general, it is better to use as an objective function Equation 
1, which also models conformational strain of the ligand, and then apply the free 
energy function to determine the free energy of binding. More details into the 
possible error introduced by using the empirical free energy as the objective 
function are provided by Laederach & Reilly (16). 

Conclusions 

Docking of carbohydrates to proteins can provide significant insight into the 
molecular details of the recognition process. The development of empirical free 
energy functions allows the models to predict experimental values, and this is a 
critical step towards validation of the models. Nonetheless, docking protocols 
are ultimately limited by the assumptions made during model development. A 
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non-explicit treatment of solvation limits the ability to correctly predict 
structures where water mediated hydrogen bonds occur. Currently, efforts are 
being made to include explicit waters in docking strategies, however these 
greatly complicate the conformational search problem. In general however, for 
screening purposes, automated docking remains an efficient way to identify 
potential high affinity binding molecules. 

Figure 5. Binding site of Concavalin A (9). A water molecule serves as a 
hydrogen bond bridge between the mannose ring and the Arg 228 side chain. 

(See color page 1 in chapter.) 
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Chapter 15 

Molecular Modeling of Carbohydrates with No 
Charges, No Hydrogen Bonds, and No Atoms 

Valeria Molinero and William A. Goddard III 

Materials and Process Simulation Center, M C 139-74, California Institute 
of Technology, Pasadena, CA 91125 

We review the M3B coarse grain model for glucans and their 
aqueous mixtures that we show is able to describe the helical 
structures of oligo- and polysaccharides, experimental glass 
transition temperatures, and the dynamics of water in 
supercooled and glassy malto-oligosaccharide mixtures. M3B 
involves no electrostatic interactions, no hydrogen bonds, and 
no other directional nonbond interaction. Indeed M3B has no 
atoms, just three connected beads per monomer. M3B permits 
coarse grain simulations -7000 faster times than atomistics, 
yet provides at the end a mapping back to the full atomistic 
description. 

Introduction 

Carbohydrates are polyhydroxylated compounds, whose conformations and 
molecular dynamics are dominated by hydrogen bond interactions. Among 
natural carbohydrates, glucose homopolymers abound as cellulose, starch, 
glycogen, and dextran. These polymers consist exclusively of glucose residues 
connected through 1—>4 and/or 1—>6 glycosidic linkages. The partial hydrolysis 
of starch renders amylodextrins syrups, mainly linear <x(l—>4)glucans with 
degree of polymerization (DP) of 2 to 60. These syrups are ubiquitous in the 
food industry, being used to control the rheology, hygroscopicity, browning 
ability, and sweetness of the products. Their physical properties are determined 
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by the temperature and composition (their water content and distribution of 
glucans of different DP). 

Molecular dynamics (MD) simulations provide an adequate level of detail to 
study the structure and dynamics of concentrated water-carbohydrate systems. 
Nevertheless, the use of atomistic M D to predict water distribution, glass 
transition temperatures and diffusion coefficients for water and carbohydrates in 
concentrated solutions has been limited to simple binary water-carbohydrate 
mixtures(l-4) due to the hampering costs of simulating complex systems for 
times well above the nanoseconds. In order to dramatically speedup the 
calculations, we have developed a coarse grain model in which the degrees of 
freedom are decreased substantially, allowing larger time steps while eliminating 
long range coulomb potentials. This coarse grain model provides a particle-
based description of the system - just as for the atomistic one- where the 
particles (beads) correspond not to atoms but rather to groups of atoms, 
monomers or complete chains -depending on the degree of coarsening of the 
model.(5) These beads interact through effective potentials that ensure that the 
coarse grain system accurately reproduces certain behaviors of the system. 

In this chapter we summarize the development of the M3B coarse grain 
model for glucans - the first of this kind for carbohydrates - and show that in 
spite of not having hydrogen bonds, nor electrostatic interactions, and not even 
atoms, M3B is able to reproduce the variety of helical forms characteristic of cc-
1—>4 glucans, the glass transition temperatures of pure glucose, glucose 
oligomers and their water mixtures, the microscopic distribution of water in 
concentrated carbohydrates. Indeed, by extending the simulations times to the 
order of a microsecond, it allows the study of the mechanism of water diffusion 
in supercooled and glassy carbohydrate mixtures, reproducing the experimental 
order of magnitude of water diffusion in the glass and its decoupling from 
carbohydrate diffusion. 

M3B coarse grain model of glucans and their aqueous mixtures. 

Since we want the coarse grain model to be based on first-principles, but we 
want to handle long length and time scales, we develop it from fundamental 
methods, ideally from atomistic force fields which were in turn based on 
quantum mechanical (QM) calculations. In the latter case, the electronic degrees 
of freedom in Q M are averaged out for each set of nuclear coordinates (atomic 
positions) to obtain effective potentials for the interaction of atoms that 
reproduce the Q M energies for some set of molecules and geometries. In the 
coarse graining of atoms into beads the procedure is analogous: we optimize 
effective potentials between the beads to reproduce the selected results 
(structural and thermodynamic data) of atomistic simulations of the system that 
are relevant to the target properties of interest. 
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The degree of coarsening of the model is determined by the target 
properties. The M3B coarse grain model for glucose oligosaccharides was 
developed to address the distribution of water in starch hydrolisates, the 
conformations and dynamics of oligosaccharide chains in these mixtures, and the 
dynamics and mechanisms of mobility of water and carbohydrates in the 
supercooled and glassy state. 

The M3B model represents each glucose monomer by three beads ( B l , B4, 
B6) bonded to each other. The three beads per glucose residue are mapped into 
the positions of the carbons C l , C4 and C6 of the atomistic model, as shown in 
Figure 1. This mapping allows the , l->4 , and 1—>6 glycosidic bonds in 
glucose oligomers and polymers to be properly described as simple bonds B l -
Β Γ , B1-B4' , and B1-B6' of contiguous resides, respectively. The degree of 
coarsening of the M 3 B model is appropriate to reproduce the excluded volume 
(size and shape, see below) and segmental flexibility of the carbohydrate 
molecules around the glycosidic linkage.(6) To be consistent with the coarseness 
of the glucose, we represent the water molecule by a single particle, which we 
find is adequate for the microscopic study of the molecular mechanism of 
mobility in concentrated carbohydrate mixtures.(7) 

Figure 1. The beads (black balls) in the M3B coarse grain model of maltose are 
positioned on the carbons Cl, C4 and C6 of the atomistic model The 

intermonomer bond between Bl ' and B4 represents the l—>4 glycosidic linkage, 
φ and ψ denote the glycosidic torsional angles of the atomistic model. 

The relative rigidity of the glucose ring allows fast, reliable reconstruction 
of the atomistic coordinates from the position of the coarse grain particles. The 
positions of the carbons C l , C4 and C6 of a glucose residue completely define 
the orientation of the D-glucose residue. The only significant uncertainty while 
reconstructing the atomistic model is related to the rotation of the exocyclic 
group around C6. This inverse transformation is unique without need of costly 
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iterative procedures.(6) To estimate the fidelity of the reconstruction, we mapped 
an arbitrary configuration of a DP11 malto-oligomer onto the M 3 B model -
losing all the atomistic information- and then reconstructed the coordinates of 
the 234 atoms from the 33 beads. The R M S difference between the original and 
reconstructed structure was just 0.34 Â, less than 1/10 of the radius of the 
smaller coarse grain particle. This uniqueness and invertability mapping from 
atomistic to M3B is essential for important uses of the M 3 B model in which fast 
coarse grain simulations are used to rapidly equilibrate the system, which is then 
mapped back into the atomistic model where specific properties (detailed 
structure, free volume or short time dynamics) are analyzed. 

Figure 2. The M3B coarse grain model consists of a sum of Morse nonbonded 
interactionsE(R..) = D0{Y2 -2Υ}> where Y = exp{0.5a(l - ^./r0)}, between all 
pairs of beads that are not involved in a bond or bending angle, plus bonded 
terms: harmonic bond terms EBOND (r) = 0.5kb (r - ra )2 between pairs of bonded 

atoms, harmonic angle terms Eangle(6) = 0.5kθ(θ -θ0)2between every three 

connected beads, and shifted the torsions interactions for all dihedrals φ (four 
linearly connected beads Ειο„ίοη(φ) = Σθ.5Ββ-οο$ϋ<ρ-φ°)· Only one 
contribution to each term for M3B maltose is illustrated in the scheme. 
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The energy expression of the M3B force field uses only simple bonded and 
nonbonded potentials (Figure 2). The parameters were optimized to reproduce 
thermodynamic and structural parameters of bulk amorphous glucose and 
a(l-»4)D-glucans in a wide range of pressure, from -1 to 20 GPa. We found that 
fitting the equation of state was essential in achieving the proper balance in the 
compressibility of the valence bonds versus the nonbond terms. The M 3 B force 
field renders densities, cohesive energies, and structural measures (cell 
parameters, bonds, angles, torsions) within 2.5% of the atomistic model over the 
entire range of pressure used in the parameterization. (6) The atomistic 
simulations were all performed with a slightly modified version of Dreiding 
force field.(6,8) The three nonbond parameters for water were chosen to 
reproduce the experimental density, cohesive energy, and diffusion coefficient of 
water at 298 K.(6) The details of the procedure and a complete list of M3B 
parameters for any arbitrary a ( l -»4 ) glucans are published elsewhere.(6) 

In the atomistic model the hydrogen bonds contribute to a background 
cohesive energy and an essential stabilization of particular conformations of the 
oligomer chains, giving rise to helical structures as observed in crystalline forms 
of amylose.(9-ll) In contrast the M3B force field has no electrostatic 
interactions (the beads are neutral) and there are no hydrogen bond interactions 
between them. Instead the M3B model exploits the existence of ubiquitous 
hydrogen bonds between all the species to provide a simple description of the 
nonbond interactions through non-directional Morse potentials. The Morse 
potential provides both the magnitude of the attraction between molecules, and 
the excluded volume of the molecules. Figure 3 shows that the shape and size of 
glucose as would be perceived from a probe with the size of water molecule is 
very well represented in the M3B model. Although M3B does not have explicit 
hydrogen bond or electrostatic terms, these are accounted for in the 
parameterization of the coarse grain force field. The directional effect of the 
hydrogen bonds is not absent in the M3B model: it is encoded in the bonded 
potentials, in particular in the coarse grain bending and torsional angles, as 
discussed in the next section. 

The decrease in the number of particles (24 to 3 for glucose), the longer 
time steps accessible with M3B (10 fs, instead of the 1 fs needed to integrate the 
high frequency C - H and O-H bond vibrations of the atomistic model), and the 
lack of long-range electrostatic interactions that would require costly Ewald 
sums makes M3B simulations of carbohydrates more than 7000 times faster than 
atomistic simulations.(6) 
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Figure 3. Connolly surfaces ofa-glucose molecule: A: atomistic glucose, B: 
M3B glucose. Lower panels, Cand D, show "side" and "top" view of the two 

superimposed models, with their respective Connolly surfaces. The solvent 
probe radius was 1.4 Â. (with permission from Ref. 6) 

Conformations of ct(l->4)glucans 

A remarkable feature of linear dextrins is their crystallization in helical 
structures, all of them left-handed. The existence of two different types of beads, 
B l and B4, along the backbone chain of the M3B oc(l-»4)glucans implies that 
left- and right-handed helical structures are distinct -not superimposable- M3B 
configurations. The handedness is indicated by the sign of the 14Γ4 ' torsions 
along the backbone of the chain. If all 14Γ4 ' torsions along the chain were zero 
the chain would be straight, if positive it would be right-handed, and if negative 
left-handed. Figure 4 shows the 14Γ4 ' distribution for α-maltose at 300 Κ from 
both coarse grain and atomistic simulations. The M3B succeeds in reproducing 
the relative energies of the atomistic dimer's conformers with negative and 
positive 14Γ4* torsion (Figure 4). Consisten with experimental findings, M 3 B 
and atomistic left-handed helices are more stable than right-handed ones. The 
energy difference per monomer between right-handed and left-handed single 
helices for DP24 a(l->4)glucans in vacuum at 300 Κ is 12.8 kcal mol"1 in the 
M 3 B model, in good agreement with the 7.8 kcal mol' 1 obtained with atomistic 
simulations of the same systems.(6) 

The joint distributions for the intermonomer torsions 14Γ4 ' and 6 4 Γ 6 ' are 
shown in Figure 4 for maltose simulated with the atomistic and M 3 B models. 
These plots are analogous to Ramachandran plots showing the distribution of 
populations (or energy) as a function of the glycosidic torsional angles φ and ψ 
defined by H1-C1-0-C4 and Cl-0-C4-H4(\2) (Figure 1). The 141'4' and 
6 4 Γ 6 ' torsions are an alternative base to φ and ψ for the analysis of the 
conformational transitions in oligosaccharides. 
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The rise per monomer of the helix, ft, in the M3B model is related to the 
value of the coarse grain torsion angle, 141 '4\ where the number of monomers 
per turn, n, depends also on the backbone angles 14Γ and 414\ The 
configurational [n,h] space available to the molecule in the M3B model depends, 
thus on the range of the backbone torsion and angles, and is tuned by the 
nonbonded interactions. Figure 5 shows two helical configurations of DP24 at 
300 Κ in vacuum. The initial structure was constructed and minimized with 
M 3 B . The two helical structures differ in the number of turns (ή) and pitch (p)\ 
the average η is 5.5 for structure A and slightly less than 7 for Β. The average ρ 
is 8.3 Â for A and 7.2 Â for B . The experimental ρ of V a and V h amylose 
crystals(10,ll) are 7.91 and 8.05 Â, respectively, and their n=6. The more 
compact Β structure is stabilized by nonbond interactions, at the expense of 
increasing the torsional strain, that is lower for structure A . 

Figure 4. Left: Joint distribution of the coarse grain torsional angles 141 y4' and 
641 '6' for M3B α-maltose at 300 Κ in vacuum. Center: Joint distribution of the 

torsional angles 141 '4' (formed by C1C4C1 'C4') and 641 '6' for atomistic a-
maltose at 300 Κ in vacuum. Right: Potential of mean force as a function of the 
141 '4' torsional angle for atomistic (black) and M3B (gray) α-maltose at 300 K. 

(adapted from Ref. 6) 

The local conformations of the chain are strongly affected by intermolecular 
interactions in concentrated solutions. Using M3B simulations, we find no 
evidence of preferential helical structures in DP 12 chain in amorphous liquid 
mixtures with 6% and 12%wt of water. The 14Γ4* torsions between residues 
along the chain correspond as much to left-handed as to right-handed local 
twists. Equivalent results are found when comparing the potential of mean force 
for the torsion 14Γ4 ' in coarse grain DP2 in vacuum and in the bulk amorphous 
mixture with 10%wt water, both at 300 K : the bulk phase present the same two 
minima around -90° and 90° as observed in the right panel of Figure 3, but while 
E[90°]-E[-90°]=1.8 kcal/mole for DP2 in vacuum, it is only 0.45 kcal mol"1 in 
the amorphous mixture. We expect a similar stabilization at the atomistic level, 
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Figure 5: Helical structures obtained with M3Bfor ofDP24 in vacuum at 300 Κ 
for two stages of the trajectory. Only the backbone (Bl and B4) beads are 

shown. (With permission from Ref. 6) 

with the intermolecular hydrogen bonds (HB) competing with the intramolecular 
H B that favor the -90° local structure that gives rise to left-handed helices. 

Vh-amylose is a crystalline form of hydrated amylose containing 4/3 of 
water molecules per glucose residue. The structure obtained from X-ray data 
indicates that each amylose chain forms a compact left-handed single helix, with 
water molecules inside the helix and in the inter-helical space.(lO) We compared 
the experimental X-ray crystal structure of Vh-amylose(10) with the optimized 
structure obtained by the atomistic and M3B model, starting in both cases from 
the X-ray structure. The density agreement of the M3B model with the 
experiment is excellent; the coarse grain prediction is 100.6% of the 
experimental, while the atomistic prediction is 101.5% of the experimental. The 
agreement for the cell parameters is also very good, with predictions within 1-
3% of the experimental value for the atomistic optimization and within 1-6% for 
the M3B model of the crystal.(6) The R M S between the M3B optimized 
structure of Vh-amylose and the experimental one is 2.3 Â, considerably less 
than the radius of the beads. The R M S between atomistic and experimental 
structures was 1.4 Â. The ability of the M3B model to reproduce the crystalline 
helical structure of amylose is surprising, considering that it was parameterized 
exclusively from amorphous glucans and that it has no directional nonbond 
interactions to stabilize the helical structures, nor the helical pattern of waters 
inside and outside the saccharide helices suggested by the X-ray data. 

Amylose(9) and linear dextrins of DP>10(13) yield double stranded helical 
crystals. Although in principle double-stranded helices may exist in parallel or 
antiparallel configuration, the antiparallel configuration is not found for pure 
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α(1—»4)glucans. The X-ray spectra of starch polymorphs A and Β show that the 
double stranded helices are almost twice as extended as the individual helices in 
the single stranded varieties.(9) While single stranded helices are stabilized by 
interactions between contiguous monomers and between monomers one turn 
apart, the structure of double helices is stabilized by the interactions between 
monomers of different chains. The M3B model is able to produce stable left-
handed parallel and anti-parallel double helices for a DP 12 oligomer in the 
crystalline phase at 300 K.(6) The two double helical structures have similar 
densities (pana=1-448 and pparaiiei= 1-451 g/cm3) and indistinguishable energies, in 
agreement with atomistic simulations of the same oligomer(6) and infinite 
double stranded helical structures.(14) These results suggest that the lack of anti-
parallel double helices in nature would be related to the mechanism of 
biosynthesis and not an intrinsic instability of the structure. 

Parallel and antiparallel DP 12 duplexes are unstable in M3B vacuum 
simulations at 300 K , due to the unfavorable energy contribution of the coarse 
grain bending angles required for the extended configurations in the M3B model. 
Nevertheless, the vacuum double helices are local minima of the atomistic force 
field. This limitation of the M3B model is the price paid for selecting a smoothly 
varying energy function for the coarse grain force field that cannot reproduce the 
multiple shallow minima of the atomistic model's potential energy surface. 

Water distribution in amorphous carbohydrates. 

Water has a dramatic effect on the properties of carbohydrates. It acts as a 
strong plasticizer of carbohydrates, decreasing the glass transition temperature 
and the viscosity of the solutions. When the concentration of water is high, 
typically above 20%wt(15), ice separates from saccharide mixtures on cooling. 

Atomistic M D simulations of binary water-saccharide solutions(2,7,8,16) 
indicate that water forms a spatially heterogeneous structure in the nanometer 
length-scale. Water molecules in carbohydrates form extended clusters that are 
percolated for water concentrations above ~18%wt (we defined two water 
molecules connected if they are closer than the first minimum of their radial 
distribution function). As expected from the similarity of the interactions 
between water and the carbohydrates, no signs of water pools or micelles are 
observed in concentrated carbohydrate solutions.(7,8) The results from a Zimm-
Lundberg clustering function(17) analysis of experimental adsorption isotherms 
and densities of a maltodextrin syrup with variable water content(18) are in 
agreement with the structure predicted by the atomistic simulations. 

It is interesting to consider whether a coarse grain model unable to form 
hydrogen bonds or any other directional nonbond interaction would succeed on 
predicting the structure of water in carbohydrates. To validate the predictions of 
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the M 3 B model, we studied the structure of water in glucose with 8-20%wt water 
using both atomistic and M3B simulations.(7) We observe that the M 3 B model 
is able to reproduce the structure of water in glucose, rendering clusters with the 
same percolation threshold as in the atomistic simulations, and predicting the 
same distribution of first water neighbors.(7) These distributions, shown in 
Figure 6, indicate the probability of finding a water molecule with a given water 
coordination, using the water connectivity criterion indicated above. 
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Figure 6. Water-water coordination distribution in glucose at different water 
contents at T~340 K. The excellent agreement between the atomistic (triangles) 
and M3B (circles) results indicates that the packing of water in carbohydrates 

does not depend on the details of the hydrogen bond interactions. 
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The excellent agreement between the atomistic and coarse grain distribution 
for all the studied water contents, indicate that the distribution of water in 
carbohydrates does not depend on the details of the hydrogen bond interactions, 
but is rather determined by the packing of water and the carbohydrates, and the 
relative magnitude of the interaction energies. The M3B force field was 
parameterized to reproduce the cohesive energy of the pure components, and 
thus represents well the intermolecular interaction energies. The packing of 
water must depend critically on the description of the excluded volume (shape, 
size) and surface area of glucose as seen from a water molecule. This shape is 
very well reproduced by the M3B model, as can be seen from the Connolly 
surface of glucose in both representations, displayed in Figure 3. 

Studies of diffusion of water in glucose using the M3B model reveal that the 
heterogeneous distribution of water in the carbohydrate matrix contribute to the 
observed nonexponential relaxation of water in supercooled carbohydrate 
solutions:(7) the more water neighbors a water has, the more mobile it is. The 
study of the dynamics of water in these supercooled conditions required 
simulation times on the order of a microsecond, practically unattainable in 
atomistic simulations with standard computing resources. 

Glass transition and molecular mobility. 

Pure carbohydrates and their low water content solutions do not crystallize 
if rapidly cooled, but instead they produce an amorphous solid phase, a glass. 
The glass transition temperature (Tg) signals the dynamical transition from the 
supercooled liquid to the glass phase. It can be localized from the change in the 
thermal expansion coefficient that accompanies the losing of degrees of freedom 
as the supercooled liquid becomes a solid. Using M3B coarse grain simulations, 
we have determined the Tg of pure and aqueous glucans at the inflection point of 
V vs. 1/Γ. The details of the procedure are given elsewhere.(6) Table I 
summarizes the experimental and M3B glass transition temperatures for the 
studied systems. The coarse grain model succeeds not only in capturing the 
magnitude of the plasticisation effect of water, but also reproduces very well the 
absolute experimental Tg of these systems. 

Table I. Tg predictions of the M 3 B model. 

Carbohydrate-water mixture M 3 B Tg (K) Experim. Tg (K) 
Glucose 296±20 304 a 

12%wt water - glucose 239±20 240 a 

12%wt water - DP12 a(l->4) glucan 341±17 325" 

a) From Ref. (19). b) From Ref. (20) 
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Of the properties that have more impact on the processability of the 
materials and their stability under storage, the most important ones are the 
viscosity (77) and the molecular mobility (characterized by the diffusion 
coefficient D). The Stokes-Einstein (SE) equation D=kT/6?n]r, relate viscosity 
and diffiisivity in liquids. This relation breaks, however, in concentrated 
carbohydrate solutions-especially for the diffusion of water in the mixture, and 
when the system approaches the glass transition region.(21,22) At Tg, SE 
prediction for the water diffusion coefficient is -lO'^cmV1, while the 
experimental diffusivity of water in maltose at the glass transition was found to 
be nine orders of magnitude higher, ~10"14cm2s"1.(23) At a molecular level, this 
D implies that the characteristic time for water to diffuse a water diameter at Tg 
is t=lns. These times are attainable with the M3B model. We studied the 
microscopic mechanism of water diffusion in 12%wt water-glucose in the 
supercooled liquid(6) and in the glass,(24) and find that water diffuses in glucose 
close and below the glass transition exclusively through jumps into neighbor 
positions occupied by water or glucose. The jumps into glucose positions couple 
the diffusion of water to the rotation of the sugar, also seen in this temperature 
range,(25)while the jumps into water positions couple the dynamics of water to 
water structure.(7,24) The diffusion coefficient for water in the glucose glass at 
220 Κ estimated from the M3B molecular dynamics simulations(24) is D=10" 
1 4 cm 2 s _ 1 , the same order of magnitude observed in the experiments for 
thel0%wt water-maltose glass.(23) 

Conclusions 

Notwithstanding the extent and relevance of hydrogen bond interactions in 
carbohydrates and their aqueous mixtures, we have shown that thermodynamic, 
structural and dynamical properties of these systems can be reproduced with a 
coarse grain model, M3B that does not consider explicit hydrogen bonds or 
electrostatic interactions. Indeed, we represent water by a single particle and 
each glucose residue by just three beads. 

Since the M3B energy expression consists of a sum of simple analytical 
energy functions of widespread use in atomistic simulations, is easy to 
implement using the machinery of atomistic Molecular Dynamics or Monte 
Carlo engines. The parameterization of the M3B force field was based on 
atomistic simulations of the pure components in a wide range of conditions (gas 
phase at different temperatures, amorphous bulk systems at different degrees of 
compression). The model was originally parameterized for water, glucose and 
oc(l—»4)glucans,(6) but without any change in the mapping of the atomistic into 
the coarse grain particles, the parameterization can be extended to describe 
β(1->4), (α,β) l->6, and (α,β) 1->1 glucans. 

The success of M3B on describing the conformations and relative energies 
of helical structures of dextrins is based on a careful parameterization of the 
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coarse grain torsions. This torsional term -usually absent in coarse grain models 
of polymers- is key to reproduce the relative energies of the conformers. 

The agreement on the microscopic water structure predicted by M3B and 
the atomistic model is indicative that in an amorphous environment where all the 
atomistic interactions are directional, such as the hydrogen bonds, their 
contribution to long-range interactions can be captured with a simplified 
potential that represents the short range repulsive effect (excluded volume, 
shape) and the overall medium range attraction energy. The good description in 
M3B of the shape of the glucose molecule (Figure 3) as would be perceived by a 
water molecule was surely decisive in attaining a good description of the packing 
of water in the sugar matrix. 

The dynamical properties of carbohydrates solutions -difficult to study with 
atomistic simulations- are well predicted by the coarse grain model. M3B 
predicts the glass transition temperatures of carbohydrates and the plasticization 
effect of water in good agreement with experiment.(6) The coarse grain model 
shed light into the mechanism of water diffusion in supercooled carbohydrates(7) 
and into the microscopic origin of the decoupling of water and sugar translation 
that allows water diffusion even below the glass transition temperature. (24) 

The coarse grain simulations of carbohydrates are -7000 times faster than 
atomistic simulations of the same systems, opening the possibility to study 
systems with complex formulations (such as starch hydrolisates) for times on the 
order of a microsecond. The increase in the time scale is crucial for studies of the 
molecular mobility in these extremely viscous systems. Note that the 
conformational barriers of dextrins (Figure 4) imply that the characteristic times 
for the segmental motion of these molecules should be above a nanosecond even 
in dilute solutions; making it difficult to equilibrate the conformers with standard 
atomistic M D simulations. 

The accurate and non-iterative reconstruction of the atomistic 
coordinates from the M3B model enables the use of the coarse grain model for 
the equilibration of systems that afterwards are mapped into the atomistic model. 
In this atomistic level shorter simulations can be performed to extract properties 
that require full atomistic detail, for example the interaction with other 
biopolymers. 
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Chapter 16 

Molecular Modeling of Retaining 
Glycosyltransferases 

Igor Tvaroška 

Institute of Chemistry, Slovak Academy of Sciences, 845 38 Bratislava, 
Slovakia 

The retaining glycosyltransferases catalyze the transfer of a 
glycosyl moiety from a specific donor to the acceptor with 
retaining the configuration at the anomeric centre. The 
catalytic mechanism of retaining glycosyltransferases is not yet 
completely understood but two possible mechanisms are 
considered. The first is a double-displacement mechanism via 
a covalent glycosyl-enzyme intermediate and the second is the 
one step SNi-like mechanism. Non-empirical quantum 
mechanical methods were employed to investigate a variety of 
reaction pathways for these mechanisms using structural 
models containing from 74 to 136 atoms. Different reaction 
mechanisms were characterized by means of potential energy 
surfaces calculated using non-empirical quantum chemical 
methods at different levels of theory. For both proposed 
reaction mechanisms the energetically favorable reaction 
pathways were indicated and the structures of all intermediates 
and transition state models were determined. These 
calculations provided new insights on the catalytic mechanism 
of retaining glycosyltransferases that are not available 
experimentally. Moreover, these results provide a rational 
basis for the design of new classes of glycosyltransferases 
inhibitors. 
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Introduction 

Glyeosyltransferases catalyze the biosynthesis of complex carbohydrates 
and glycoconjugates of considerable structural diversity that perform a variety 
of essential functions such as signaling, cell-cell communication, energy storage 
and cell-wall structure (1-6). These enzymes are responsible for the glycoside 
bond formation transferring a glycosyl residue from activated donor molecules 
to the hydroxyl group of specific acceptor molecules. Two stereochemical 
outcomes are possible for the glycosylation reaction: the configuration at the 
anomeric carbon C - l of the product can either be retained or inverted with 
respect to the donor molecule. The overall reaction catalyzed by retaining 
glyeosyltransferases is illustrated in Figure 1. Glyeosyltransferases have been 
classified into 65 families on the basis of sequence analysis (7), of which about 
17 led to the retention of the configuration at the anomeric carbon C - l . The 
mechanism of inverting glyeosyltransferases is now rather well documented 
experimentally and theoretically, and it is thought to be a single nucleophilic 
displacement of the nucleotide by a hydroxyl group of the acceptor (8-11). On 
the other side, many aspects of the mechanism of retaining glyeosyltransferases 
remain unclear and therefore raise a lot of interest (12). 

ΓΡΟζΙη Acceptor 

Figure 1. Schematic representation of overall reactions catalyzed by retaining 
glyeosyltransferases. R represents a nucleoside. 

The X-ray structures of retaining glyeosyltransferases available to this date 
(13-19) suggest a possibility of two different mechanisms. In the first, the 
reaction catalyzed by retaining glyeosyltransferases proceeds, by analogy with 
retaining glycosidases, via a double-displacement mechanism. In the second, 
the catalytic reaction proceeds through a single front-side displacement 
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reaction, also known as a S N / mechanism and is based on the crystal structure 
(73) of the lipopolysaccharyl a-l,4-galactosyltransferase C (LgtC). To date 
reported three-dimensional structures of glyeosyltransferases have revealed an 
interesting difference from those of retaining glycosidases as in some of them 
(14-17) only a catalytic nucleophile has been observed. Moreover, in two 
structures (13 J8) only an amino acid residue, which is unlikely to function as a 
nucleophile was found in the active site. This raises three questions to be 
answered. First, how can possibly the first step a double-displacement 
mechanism proceed without the contribution of a catalytic acid; second, how 
can the glycosyl transfer proceeds without a direct involvement of the enzyme 
amino acids via the S N / mechanism; and third, what is the most likely candidate 
that can act as a general base to facilitate the proton departure from the 
attacking group? Clearly, more data are needed to fully understand the 
mechanism of retaining glyeosyltransferases and high-level quantum 
mechanical calculations were used to gain some insights into characteristics of 
the enzymatic reaction catalyzed by these enzymes (20,21). In these studies the 
calculations were carried out using the Jaguar program (22). The optimization 
of the geometry was performed using different non-empirical methods and 
energy was calculated using the B 3 L Y P density functional method (23) with the 
basis sets up to the B3LYP/6-311++G** level. Theoretical analysis provides 
access to details on an atomic level of the mechanism that are not available 
from experiment and can lead to a deeper understanding of catalysis. The 
purpose of this paper is to summarize recent developments in molecular 
modeling of the catalytic mechanism of retaining glyeosyltransferases. 

Double displacement mechanism 

Reactions catalyzed by retaining glycosidases are known to proceed via a 
double displacement mechanism involving the formation and the subsequent 
breakdown of a covalent glycosyl-enzyme intermediate. The analogy with 
retaining glycosidases has led to an assumption that retaining nucleoside 
diphosphate-utilizing glyeosyltransferases proceed by the similar two-steps 
mechanism that is shown in Figure 2. In the first step, the enzyme nucleophile 
attacks the anomeric carbon C - l of the donor resulting in a formation of a 
covalent glycosyl-enzyme intermediate. A second amino acid is involved in this 
step to facilitate the departure of the leaving group. The configuration at the 
anomeric carbon C - l is inverted to the equatorial orientation in a covalent 
glycosyl-enzyme intermediate. In the second step, the covalent glycosyl-
enzyme intermediate is broken by a direct displacement of the C-1-0 glycosyl-
enzyme bond with the reactive hydroxyl group of the acceptor and the 
configuration at the C - l is inverted from the equatorial back to the axial. In this 
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step, a general base is required to deprotonate the hydroxyl group of the 
acceptor. However, up to now such classical double displacement mechanism is 
not supported by any experimental evidence since none of the available X-ray 
structures of retaining glyeosyltransferases (75-79) show the presence of two 
catalytic residues in the active site. To shed some lights on the double 
displacement mechanism, potential energy surfaces (PES) for various reaction 

B-

H C v ^ 8 / H O ^ — ^ HQ-Acceptor H Q 5 ^ 

H l D { p 0 ^ n ^ R H O J - l o ^ n ^ A c c e p t o r 

A H 

First step Second step 

Figure 2. Schematic representation of the double displacement mechanism for 
retaining glyeosyltransferases. R represents a nucleoside. 

pathways of this mechanism were recently calculated using non-empirical 
quantum chemical methods (20). Potential energy surfaces were determined at 
the HF/6-31G* level and the structure and energy of stationary points along the 
reaction pathways were estimated up to the B3LYP/6-311++G**// B3LYP/6-
31G* level. The results obtained for each of two steps of the catalytic reaction 
were represented in the form of two-dimensional reaction-coordinates contour 
diagram. The C - l - O distances that represent the nucleophilic attack of either 
the nucleophile oxygen OB or the acceptor oxygen O A on the anomeric carbon 
C - l , and the proton transfer either from the catalytic acid on the glycosidic 
oxygen 0-1 in the first step or from the acceptor to the general base oxygen in 
the second step were chosen as the reaction coordinates. 

The Formation of a Covalent Glycosyl-enzyme Intermediate 

The first step of the double displacement mechanism involves the 
formation of a covalently bound glycosyl-enzyme intermediate and was 
explored (20) using the structural model shown in Figure 3. The model 
contained the complete donor molecule [uridine 5'-(a-D-galactopyranosyl 
diphosphate)], UDP-Gal; a divalent metal cofactor modeled by M g 2 + ; as well as 
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the essential parts of the catalytic acid A and nucleophile B ~ represented by 
acetic acid and acetate molecules. This model consisted of 74 atoms and had an 
overall charge of minus one. 

(Catalytic base) 

B" 

J , V I9 
C H 3 Donor (UDP-Gal) 

A 
(Catalytic acid) 

Figure 3. Schematic representation of the structural model for the examination 
of the first step of the double displacement mechanism of a retaining 

galactosyltransferase. 

The first step of the investigated mechanism characterizes the attack of the 
nucleophile oxygen 0 B on the anomeric carbon C - l of the UDP-Gal. The 
proton transfer from a catalytic acid A to the glycosidic oxygen 0-1 can be, in 
principle, used by an enzyme to facilitate a departure of the UDP leaving group. 
The two-dimensional contour map describing PES for various reaction 
pathways of this step is given in Figure 4. The r(C-l-0B) distances plotted 
along the x-axis of the contour map describe the nucleophilic attack of the 
catalytic base B ~ on the anomeric carbon C - l of galactopyranose. The y-axis 
defines the r ( 0 - l - H A ) distances and describes the proton (H A ) transfer from the 
catalytic acid A to the glycosidic oxygen 0-1. The reaction proceeds from 
reactants (R) to the covalent glycosyl-enzyme intermediates (INT1 or INT3). 
These two intermediates differ only by the proton transferred from the catalytic 
acid A to the glycosidic oxygen 0-1 and thus distinguish between the 
mechanisms that involve either one or two catalytic amino acids. The formation 
of the covalent glycosyl-enzyme intermediate INT1 via the reaction pathway R 
—> TS1 —• INT I corresponds to the mechanism involving only one catalytic 
base in the reaction mechanism. In the case of a mechanism involving two 
catalytic residues, the R -» TS3 —• INT2 - » TS4 INT3 pathway leads to the 

  
  



290 

covalent glycosyl-enzyme intermediate INT3. Comparison of the energy 
barriers required to proceed along these two pathways (Figure 4) showed that 
the pathway starting with the nucleophilic attack is less energy demanding as 
compared to the pathway involving the proton transfer; 16.5 kcal/mol vs. 37.9 
kcal/mol at the B3LYP/6-311++G**// B3LYP/6-31G* level. The activation 
energy of 16.5 kcal/mol calculated for the nucleophilic attack in the first step is 
slightly higher compared to the value of 13.4 kcal/mol calculated for the 
inverting N-acetylglucosaminyltransferases (24,25). This difference is probably 
a consequence of differences in the nucleophilic character of the attacking 
groups. 

4C1-OB) 

Figure 4. The calculated potential energy surface for the first step of the double 
displacement mechanism of a retaining galactosyltransferase (20). (Reproduced 

from reference 20. Copyright 2003.) 

Similarly as for the previously calculated reaction mechanism of inverting 
W-acetylglucosaminyltransferases (9,11), these results suggested that the proton 
transfer from a catalytic acid into the glycosidic oxygen is not required for the 
breaking of the C-1-0-1 bond. Therefore, in contrast to glycosidases, it seems 
that glyeosyltransferases do not need a second catalytic residue in their active 
site for the reaction to proceed. In fact, none of the solved crystal structure of 
glyeosyltransferases, either inverting or retaining has so far revealed the 
presence of a second amino acid in the active site of the enzyme. One 
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explanation resides probably in the significantly better leaving group character 
of a nucleotide compared to a glycosyl residue. 

Displacement step 

In the second step, the sugar-acceptor displaces the enzymic carboxylate 
from the covalently bound glycosyl-enzyme intermediate. The nucleophilic 
attack of the acceptor oxygen at the anomeric carbon C - l of the intermediate 
requires a general base to deprotonate the acceptor hydroxyl (O a-H a). Several 
possible functional groups were considered and investigated for this function. 
For enzymes without a second catalytic residue in the active site, one can 
consider the oxygen of UDP and the oxygen of the catalytic acid Β as potential 
candidates for this function. The mechanism of this step involving the proton 
transfer to the oxygen atoms of the diphosphate group was evaluated using the 
structural model shown in Figure 5. 

Covalent Intermediate 

Figure 5. Schematic representation of the structural model for the examination 
of the second step of the double displacement mechanism of a retaining 

galactosyltransferase. 

The reaction energy surface was calculated as a function of the reaction 
coordinates describing the proton transfer to the phosphate group r (H a -0) and 
the nucleophilic attack riOa-CA\ respectively. The two-dimensional contour 
map representing the calculated PES is shown in Figure 6. The x-axis 
represents the nucleophilic attack on the anomeric carbon of the INT1. The y-
axis describes the proton transfer from the acceptor hydroxyl to the UDP 
oxygen. The map demonstrates the reaction pathway in which the formation of 

HO 

M 9 + UDP-Gal 

Acceptor 
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the new glycosidic C - l - O a bond and the proton transfer from the acceptor 
hydroxyl to the UDP occur simultaneously. The calculated barrier for this 
reaction process at the B3LYP/6-31 l++G**//B3LYP/6-31G* level is about 8.5 
kcal/mol. 

r(C1-Oa) 

Figure 6. The calculated potential energy surface for the second step of the 
double displacement mechanism of a retaining galactosyltransferase with the 

UDP functioning as a general base (20). (Reproducedfrom reference 20. 
Copyright 2003.) 

The mechanism using the catalytic acid as the potential nucleophile is quite 
interesting, however, the calculations clearly demonstrated that this mechanism 
is very unlikely. The energy barrier calculated for this pathway was over 65 
kcal/mol what is considerably higher than the energy barrier calculated for the 
processes involving UDP as the potential general base and denotes a very 
unfavorable mechanism. Furthermore, the calculations predicted that this 
mechanism led to a glycoside product with the inverted configuration at the C - l 
carbon, rather than the retained configuration expected by this type of enzymes. 
A l l these results support the participation of UDP as the catalytic base in the 
displacement step of a double-displacement mechanism of retaining 
glyeosyltransferases. As a result, the following reaction mechanism illustrated 
in Figure 7 was proposed. 

The first step consists of the nucleophilic attack of the enzyme nucleophile 
on the anomeric carbon and as a consequence the covalent glycosyl-enzyme 
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intermediate (INT1) with the inverted (β-) configuration at the C - l carbon is 
formed. The first step proceeds via the oxocarbenium ion-like transition state 

H O 

9HCH2OH , 

OH \ 

^ R 

U D P 

H O 

9H CH2OH/ 
Nuc 

U D P 

a) First step 

O H C H 2 O H Î 

O-R 

b) S e c o n d step 

OH 

"Ov 
U D P 

flue 
H9 CH2OH 

UXo 
HOV-^A 

OHl 

+ U D P 

Figure 7. Schematic representation of the predicted double displacement 
mechanism for retaining glyeosyltransferases from the calculated potential 

energy surfaces for various mechanisms of retaining galactosyltransferases. R 
represents a nucleoside. 

(TS1) with the calculated barrier of 16.5 kcal/mol. In the next step, the acceptor 
hydroxyl attacks the INT1 while the leaving the UDP plays the role of a general 
base deprotonating the attacking hydroxyl. This step proceeds in a quasi-
concerted manner with the second inversion at the anomeric center with the 
resulting glycoside having α-configuration. The calculated barrier for this step 
is about 8.5 kcal/mol. The overall reaction barrier 18 kcal/mol calculated for 
the proposed mechanism lies in the range of experimentally observed barriers 
for glyeosyltransferases of 15-25 kcal/mol (24). This type of mechanism has 
been proposed recently for the retaining a-l,3-Galactosyltransferase (14,25). 
Kinetics measurements of some retaining glyeosyltransferases indicated that 
UDP is not released before the transfer of the sugar to the acceptor (26-28). 
These data are consistent with this type of mechanism. Interestingly, a proton 
transfer of this type from the hydroxyl of the acceptor to a phosphate group has 
also been proposed for the reverse reaction of maltodextrin phosphorylase (29). 
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The SN/-like Mechanism 

The second mechanism proposed for retaining glyeosyltransferases was based 
on the X-ray structure of the lipopolysaccharyl oc-l,4-galactosyltransferase C 
(LgtC) from Neisseria meningitides (13). Three-dimensional structure of the 
LgtC complex with the stable donor and acceptor substrates revealed that in a 
catalytic site glutamine 189 was the only amino acid appropriately placed to 
function as a nucleophile. This amino acids is unlikely to form a covalent 
intermediate. Although several other electronegative groups in the vicinity of 
the UDP-Gal were considered as possible catalytic nucleophile (13,27) but the 
analysis of the structural and mutagenesis results was inconclusive. These 
results were pointing toward another mechanism that might not require any 
participation of a catalytic residue and led to the suggestion (13) that this 
enzyme might rather proceed through a single front-side displacement reaction, 
also known as the S N / mechanism and is illustrated in Figure 8. Recently, based 
on a comparison of the LgtC (75) and E X T L 2 (18) crystal structures, the SN/-
like mechanism for the retaining glycosyl transfer was also suggested (30) for 
the a-l,4-W-acetylglucosaminyltransferase E X T L 2 . 

Gin 189 
«ΛΛΛΑΛ/W 

9 ^ C H ^ O H C I £ O H _ R 

O H o "hier 
U D P 

Q H W J 

H<5 

Gln189 
ΛΛΛΛΛΛΛ/ 

ρΛνΙΗ 2 

CHoOH ι 

O H L H > ^ U n 

or H O ' 
U D P 

Gin 189 
ΛΛΛΛ 

C H O H 

O H O C H 2 O H 

O H 
HO* 

Figure 8. Schematic representation of the proposedSNi catalytic mechanism 
for the retaining LgtC. R represents UDP. 

The LgtC catalyzes the transfer of a galactosyl residue from UDP-Gal to a 
galactose of the terminal lactose moiety and the catalytic mechanism of the 
LgtC was explored using a reaction site model generated from the crystal 
structure of the of LgtC determined in the presence of both door and acceptor 
stable substrate analogues, UDP 2-deoxy-2-fluoro-galactose and 4'-
deoxylactose (75). A schematic representation of the reaction site model is 
shown in Figure 9. This model contained 136 atoms consisting of the complete 
sugar-donor molecule, UDP-Gal; a galactose derivative representing the 
oligosaccharide-acceptor; the divalent metal cofactor M g 2 + fully coordinated by 
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aspartate D103, aspartate D105, and histidine H244, as found in the X-ray 
structure; a portion of glutamine Q189 presumed to be the nucleophile in one of 
assumed mechanisms; and the essential fragment of aspartate D8 interacting 
with the uridine part of the donor. Various reaction hypotheses for the 
galactosyl transfer were explored with this reaction model using non-empirical 
computational methods (21). 

I_l3ç Acceptor 
3 C H - Q ^ n - ^ \ C H 2 O H Gln189 

H 3 c ' Η Ο - ^ Τ \ ^ , C H 3 9 Q 
Ο Η Ο ^ Ή - 4 · 1 3 ÏÏ _ V C H 2 

H o c n H ) / - ° 2 ( I l ^ 

H o'.b 6% »> O H O H 

His244 V \ < 

Η Ρ V» 
H H H 3 C H 3 C Asp105 

Asp103 
Figure 9. Schematic representation of the structural model used to investigate 

the reaction catalyzed by LgtC. 

A two-dimensional map describing PES for various catalytic mechanism 
calculated at the B3LYP/6-31G* level is shown in Figure 10. The r (C- l -0-4 ' ) 
distances plotted along the x-axis of the contour map describe the nucleophilic 
attack of the acceptor oxygen 0-4' on the anomeric carbon of galactopyranose. 
The y-axis characterizes the KC-l-OGin) distances that describe the formation 
of a glycosyl-enzyme intermediate. Each calculated point on the map 
corresponds to the optimized structure and the arrangement of the model for the 
given pair of values of the r (C- l -0-4 ' ) and r(C-l-C>Gin) distances, respectively. 
During the optimization, all geometrical parameters were relaxed with the 
exception of those defining the location of the α-carbon of the enzyme amino 
acids. The map shows two pathways along axes. The pathway parallel to the y-
axis characterizes the nucleophilic attack of the Gin 189 oxygen on the 
anomeric C - l of UDP-Gal and should represent the formation of the covalent 
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galactosyl-enzyme intermediate and could be considered as the first step of the 
double-displacement reaction mechanism. It turned out that the intermediate 
does not correspond to the real minimum. A refinement of this local minimum 

1.4 1 6 1 8 20 2.2 2.4 2.6 2 8 3 0 3 2 

r (C1-04' ) 

Figure 10. The B3LYP/6-31G* potential energy surface for the SNi mechanism 
of the LgtC calculated as a function of the rC\-or and ra.oGin distances (21). 

(Reproducedfrom reference 21. Copyright 2004.) 

(LM) without constraints on the r(C-\-O-4') and K C - l - 0 G i n ) coordinates led 
to the covalent galactosyl-LgtC structure with a relative energy about 33 
kcal/mol higher compared to the reactants. Moreover, the analysis of the 
geometrical parameters showed that the acceptor residue moved during the 
optimization from the crystallographic orientation. It appeared that the acceptor 
orientation is a very important structural feature for the outcome of the catalytic 
reaction. In the crystal structure, this highly ordered orientation of the 
galactosyl residue in the active site is stabilized by the hydrogen bonds between 
0-3, 0-4, and 0-6 oxygens and side chains of the enzyme (13). Indeed, any 
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attempt to follow the nucleophilic attack of 0-4', as a function of the r ( C - l - 0 -
4') from the orientation in this local minimum led to a product either with an 
open galactose ring or with a β-glycosidic linkage. These findings are likely the 
result of the structural constraints of carbohydrate-binding domains occurring in 
the LgtC. These results also suggest that Gin 189 does not play the role of an 
enzymatic nucleophile and might explain why all attempts to trap the covalent 
intermediate with the Gin 189 were unsuccessful (27). However, a covalent 
intermediate with Asp 190 that is located about 9 Â from the anomeric carbon 
C - l was recently observed (31) for the Glnl98Glu mutant. This revived 
discussion about the catalytic mechanism of LgtC but more experimental 
evidence is clearly needed to fully understand catalytic mechanism of retaining 
glyeosyltransferases. 

The second pathway described by the reaction coordinate plotted along the 
x-axis of the contour map proceeds in one step. The R —> TS —• Ρ pathway 
involves the nucleophilic attack of the acceptor hydroxyl 0-4' onto the 
anomeric carbon C - l of UDP-Gal and the formation of a new oc-(l—>4) linkage 
with the H4' proton transferred from the attacking acceptor hydroxyl to the 
leaving UDP oxygen 0-1. The reaction barrier of 31 kcal/mol was estimated for 
this pathway using the B3LYP/6-311++G**//B3LYP/6-31G* theory. Amongst 
the three stationary points observed along the evaluated pathway, the transition 
state represents the structure with the most separated charges. This character 
should be reflected in the most pronounced stabilization by surrounding 
environment effects. To estimate this effect qualitatively the electrostatic 
environment was treated as a dielectric continuum using the procedure 
implemented in Jaguar (22,32). Calculations were carried out for two different 
environment represented by cyclohexane (ε = 2) and water (ε = 78) using the 6-
31G** basis set. Treated this way, the reaction barrier was decreased by 7 
kcal/mol and 21 kcal/mol, respectively. After the correction for the electrostatic 
environment effects, the reaction barrier could be estimated around 1 0 - 2 4 
kcal/mol. This should be compared to the experimental value of the catalysis of 
galactose transfer by the bacterial LgtC, which has been kinetically estimated 
(13,27) to be between of 12 and 14 kcal/mol. However, it is clear that these 
values are very approximate and to estimate effects of both the protein and 
solvent more realistically would require inclusion of the whole enzyme and 
surrounding water in the calculations. 

The calculations predicted that preferred reaction pathway for the LgtC 
corresponds to the proposed SN/-like mechanism (13) in which the nucleophile 
hydroxyl from the acceptor attacks the anomeric carbon of the galactopyranose 
residue of the UDP-Gal donor from a side of the leaving group with the 
simultaneous proton transfer to a phosphate oxygen. This one-step mechanism 
differs from the other mechanisms proposed for glyeosyltransferases in that it 
does not require the presence of any catalytic amino acid in the active site. 
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From the calculations, it is apparent that the active site constraints imposed by 
the enzyme on the substrates change the conformation of the donor UDP-Gal to 
the one that is suitable for the nucleophilic attack from the leaving group side. 

Transition states 

Structures of transition state models represent important outcomes of the 
calculated potential energy surfaces. A comparison of the transition state 
structures associated with the preferred reaction pathways for both the catalytic 
mechanisms revealed some interesting features. Although the structure of 
transition state models for these pathways differ, there are some general 
characteristics that are typical for all the transition state models of retaining 
glycosyltransferases: a) the ring conformation resembles a deformed chair 
conformation with the oxo-carbenium character at the anomeric carbon; b) the 
C-1-0-1 distance is longer than the standard C - 0 bond length; c) a new a-
glycosidic bond is being created with the bond length longer than the standard 
bond length. The calculated features of the transition state models are 
illustrated by the values of selected bond lengths and angles in Table 1 and 
schematically shown in Figure 11. 

Table I. The B3LYP/6-31G* calculated selected geometric parameters of 
the transition state structures of the preferred mechanisms 

Parameter TS1 TS2 TS 
Bond Lengths C-l—ON,,,; 2.200 2.190 2.341 

C - l - 0 - 1 1.649 2.279 2.662 
C - 1 - 0 - 5 1.366 1.3.22 1.420 

Bond angles C - 1 - 0 - 5 - C - 5 111.9 121.3 121.2 
C - 2 - C - 1 - 0 - 5 112.2 112.6 123.7 

Torsion angles C - 2 - C - 1 - 0 - 5 - C - 5 -53.2 -52.1 -22.2 
C - 1 - 0 - 5 - C - 5 - C - 4 47.6 48.7 40.3 

The first step of the double displacement mechanism involves the 
formation of a covalently bound glycosyl-enzyme intermediate via transition 
state TS1. In this transition state model, the ring conformation can be described 
as a distorted 4 C i chair and arrangement of substrates undergoes significant 
geometrical changes compared to the ground state structure. The C - 1 - O B 

reaction coordinate has the value of 2.20 Â in the TS1, the C - l - O - 1 bond 
length increases slightly by 0.15 Â from 1.493 A to 1.640 A, and the C-1-0-5 
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shortens from 1.382 Â to 1.366 Â. The structure of the transition state model 
TS2 for the second step of this mechanism is similar although a larger variation 
in the C-1-0-1 bond length as shown in Table 1. Analysis of geometrical 
changes revealed that the distance between the anomeric carbon and the leaving 
group elongates from 1.493 Â in ground state to 2.279 Â in the TS2 as the 
distance between the anomeric oxygen and the attacking catalytic base 
decreases to 2.190 À. 

Figure 11. Schematic representation of the transition states for the (a) the first 
step, (b) the second step, of the double-displacement, and (c) SNi mechanism of 

retaining glyeosyltransferases. 

The analysis of the transition state structure for the S N / mechanism clearly 
showed that the geometry of the transition state model is unique and differs 
from the transition state structures determined for others inverting or retaining 
glyeosyltransferases (9,11,20). This structure is characterized by the C- l -0 -1 
and C - l - 0 - 4 ' distances of about 2.66 Â and 2.34 Â, which indicate a weak 
bond order to both the nucleophile and the leaving group. The main difference 
is that both the nucleophilic attack by the acceptor oxygen 04 ' and the leaving 
group departure occur on the same face of the transferred galactose. The ring 
conformation of the transferred galactose is a distorted 4E envelope. Another 
interesting and unique feature of this transition state is the location of the 
transferred proton. The nucleophile proton is sandwiched between the oxygen 
from the phosphate and the nucleophile. The H-4' proton is located at the 0 -4 ' -
H-4' and O- l -H-4 ' distances of about 1.09 À and 1.38 Â, respectively. The 
distance between the 0-4' and 0-1 oxygen in the TS is about 2.4 Â. This 
resembles the short distances found for low barrier hydrogen bonds, which have 
an energy of 15-20 kcal/mol and have been postulated to be important in 
enzyme catalysis (33). The estimated stabilization of the TS by this hydrogen 
bond is approximately 19 kcal/mol at the B3LYP/6-31G* level. 

a) b) c) 
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In conclusion, it is clearly evident that the "entire" transition state for 
retaining glycosyltransferases consists of a deformed sugar-nucleotide and 
acceptor oligosaccharide, metal cofactor, and amino acids involved in the 
catalytic reaction or in binding substrates. The resulting geometric and 
electronic models of the transition states provide blueprint for the design of the 
transition state analog inhibitors. The calculated transition state structures also 
emphasize that the acceptor contributes substantially to the nature of the 
transition state, and the development of stable analogues of the transition state 
as potent inhibitors of glycosyltransferases should therefore take these 
characteristics into account. 
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Chapter 17 

Two Unexpected Effects Found with 2,3,4,6-Tetra-O-
methyl-D-Gluco- and Mannopyranosyl 

Oxacarbenium Ions 

An O-2 Pseudoequatorial Preference and a Large 
H-2C-2--O-2-CH3 syn Preference 

Andrei Ionescu1, LiJie Wang1, Marek Z. Zgierski1, Tomoo Nukada2, 
and Dennis M. Whitfield3,* 

1Steacie Institute for Molecular Sciences, National Research Council 
Canada, 100 Sussex Drive, Ottawa, Ontario K1A 0R6, Canada 

2 The Institute for Physical and Chemcial Research (RIKEN) , Wako-shi, 
351-01 Saitama, Japan 
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100 Sussex Drive, Ottawa, Ontario K 1 A 0R6, Canada 

Analysis of two of the stable conformations (B0 and B1) of a 
number of differently configured glycopyranosyl 
oxacarbenium ions by Density Functional Theory (DFT) 
calculations found two unexpected phenomena. Firstly, a 
marked preference for 0-2 to be pseudo-equatorial that most 
dramatically leads to the B1 conformation of D-gluco 
configured cations taking a 5S1 conformation. The second 
phenomenon is that the H-2-C-2-O-2-CH 3 torsion angle is 
found to prefer syn conformations over anti conformations by 
more than 10 kJ mol-1. Preliminary analysis of these two 
effects by examining the geometric consequences, the 
L U M O ' s and by Natural Bond Order (NBO) analysis are 
presented. 

302 Published 2006 American Chemical Society 
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Introduction 

The glycopyranosyl oxacarbenium ion is central to the chemistry of the 
formation and degradation of complex oligosaccharides, see Figure 1 (/). The 
formation of the ketal or acetal bond of the glycosidic linkage ( R 2 C O - C R 3 - 0 -
CR 1 ) is typically formulated as nucleophilic attack by an alcohol (R ] C-OH) on a 
oxacarbenium ion (R 2 C-0-CR 3 - ) + (2). Similarly, glycosidic bond cleavage is 
usually formulated as exocyclic protonation followed by dissociation to an 
alcohol and an oxacarbenium ion. A variety of experimental and theoretical 
studies of the enzymes notably glycosidases which break glycosidic linkages 
and glycosyltransferases which form glycosidic linkages suggest the importance 
of such ions as intermediates or transition states (TS). For example, the standard 

Monosaccharides 

Figure 1. Formation or cleavage of glycosidic bonds is thought to proceed 
through oxacarbenium ion intermediates or TS in many cases. For enzyme 

catalysed bondformation X= OPhosphate-Y where Y is usually either a 
nucleoside or a polyisoprene derivative. For enzyme reactions P = H where the 

OH'S are usually bound to the protein and for chemical reactions the Ρ = 
protecting groups in most cases. The example is for formation of a fi-l,4-linked 

disaccharide formedfrom two monosaccharides but could apply to any 
glycosidic linkage. 
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mechanism of retaining glycosidases is thought to proceed through two TS's 
with appreciable oxacarbenium ion character (3). Similarly inverting 
glycosidases are believed to use a mechanism with considerable oxacarbenium 
ion character in the TS (4). The case with glyeosyltransferases is much less 
studied but most current models invoke oxacarbenium ion intermediates or TS 
(5). For organic chemical reactions there is also considerable evidence that acid 
catalysed hydrolysis of glycosides go through oxacarbenium ion intermediates 
or TS (6). For "traditional" glycosylation reactions involving a donor with a 
leaving group at the anomeric carbon activated by electrophilic promoters 
reacting with alcohols are also believed to proceed through oxacarbenium ion 
intermediates or TS (7). For the special case of neighboring group participation 
where such ions are additionally stabilized by a second electronegative atom 
(usually the oxygen of a carbonyl) in the absence of nucleophiles there is 
unequivocal evidence for the formation of dioxolenium ions 
(S). 

The importance of the conformation of glycopyranosyl oxacarbenium ions 
has been suggested many times (9). A historical example from the work of R. 
Lemieux concerns the experimental observation that the epimeric chlorides of 
3,4,6-tri-O-acetyl-D-glucopyranosyl chloride exhibit a high degree of 
stereoselectivity under solvolysis conditions (α-Cl to β-OR and β-Cl to a-OR) 
yet exhibit SN1 kinetics, see Figure 2 (10). In other words, although product 
analysis suggests a SN2 reaction, kinetic analysis suggests a SN1 reaction with an 
oxacarbenium ion intermediate. Prof. Lemieux's hypothesis was that each 
epimeric chloride ionized to a glycosyl oxacarbenium ion with different ring 
conformations, in this case a 4 H 3 and 3 H 4 pair . Furthermore, he hypothesized that 
these different ring conformations should exhibit facial selectivity leading to the 
observed solvolysis products. 

For a number of years we have been studying the conformations of glycosyl 
oxacarbenium ions using Density Functional Theory (DFT) calculations (//) 
with the aim of assisting synthetic carbohydrate chemists like ourselves to 
develop better glycosylation reactions. Notably, we are interested in optimizing 
stereoselectivity and minimizing side reactions (72). To this end we have now 
studied a number of configurational isomers with different protecting groups. In 
the absence of trans fused rings all glycosyl oxacarbenium ions studied to date 
have been calculated to have at least two stable conformations. We call these 
conformations BO and B l where the conformation closest to that of the donor A 
is BO. In the Lemieux example above BO corresponds to the 4 H 3 conformation 
and B l to the 3 H 4 conformation. In many cases (see below) other conformations 
may be populated too but for simplicities sake we confine the discussion to two 
conformations. We call this idea the two conformer of glycosyl oxacarbenium 
ion hypothesis. Furthermore, by calculating the structures and energetics of 
complexes with the model nucleophile methanol by DFT of these pairs of 
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Figure 2. Under solvolysis conditions 3,4,6-tri-0-acetyl-fi-D~glucopyranosyl 
chloride gives an α-acetate whereas the epimeric α-chloride gives a β-acetate. 

One hypothesis to account for these observations is that the β-chloride ionizes to 
a 3H4 oxacarbenium ion whereas the α-chloride ionizes to a 4H3 oxacarbenium 
ion. Furthermore, each conformation is hypothesized to show opposite facial 
selectivity. Structures scanned from the original   permission, 

see Reference 10. 

cations we find facial selectivity. One example is shown in Scheme 1 for the 
case of 2,3,4,6-tetra-0-methyl-D-mannopyranosyl cations with methanol (13). 
Our analysis suggests that the key variables are the possibilities of intra
molecular hydrogen bonding especially once the complexes obtain appreciable 
hydronium ion character and the consequences of changes of the τ 5 (C-5-0-5-
C-l-C-2) ring torsion angle from the isolated cation to the respective a- or β-
complexes. For the D-sugars considered so far this angle becomes more positive 
for β-attack and more negative for α-attack. These changes can be favorable or 
unfavorable depending on the starting conformation. These and other details are 
discussed in published reports and will not be elaborated on further here. 
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G l y c o s y l 
D o n o r 

A I o n i z a t i o n ^ 

BO + βΜθΟΗ -51.3 (-23.3) B1 + pMeOH -49.5 (-21.5) 

IT I 

BO + a M e O H -21.3 B1 + a M e O H -30.9 

Scheme 1. DFT (ADF) calculatedfacial selectivity of methanol complexes with 2 
in its BO and Bl conformations. Relative energies in kJ moF' with BO + MeOH 

set -to 0.0 and numbers in parentheses are correctedfor H-bonding. 

Background - the Two Observations 

In this communication we wish to concentrate on two unexpected 
observations that have arisen from our studies. The first concerns the orientation 
of 0-2 with respect to the ring in these glycosyl oxacarbenium ions i.e. pseudo-
axial or pseudo-equatorial, see Scheme 2 for the structures considered. The 
second observation concerns the rotational preferences about C-2-0-2 in some 
of these ions. 

As in the example above the two conformers most often considered for 
glycosyl oxacarbenium ions are the half chairs -I-I3 and 3 H 4 since these 
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MeO MeO 

M e O - ^ ^ ^ J w D MeO-nrAJi-Q M e O - ^ Λ ^ ? 
ΜβοΛ^-'^Λψ ΜβθΧ- -^Λ + Μ Θ θ Λ ^ γ Λ + 

ÛMe 
1 2 3 

Scheme 2. Structures of glycopyranosyl oxacarbenium ions 1 to 3. 

conformations allow τ 5 to be almost planar with the C-l-O-5 bond exhibiting 
considerable double bond character and the positive charge largely localized on 
these two atoms. For Ό-gluco configured compounds the 4 H 3 conformation 
allows the C-2, C-3, C-4 and C-5 substituents to be pseudo-equatorial whereas 
the 3 H 4 conformation forces these substituents to be pseudo-axial. Conventional 
conformational wisdom penalizes such conformations by about 4x4 = 16 kJ mol" 
1 (14). The exact values depend on the electronegativity and the steric size of the 
substituents as well as other factors. For Ό-manno configured compounds the 
configuration at C-2 is inverted and the déstabilisation should be smaller but still 
significant. Thus, it was quite surprising to us that the calculated energy 
difference between the BO ( 4 H 3 ) and B l ( 3H 4) conformations of 2,3,4-tri-O-
methyl-D-lyxopyranosyl oxacarbenium ions, 1, was 12.6 kJ mol"1 in favour of 
B l , see Figure 3. Note that this 3 H 4 conformation of 1 allows 0-2 to be pseudo-
equatorial. 

Figure 3. The DFT (ADF) calculated conformations of BO (Hz) andBl fH4) 
oxacarbenium ions of2,3,4-tri-0-methyl-D-lyxopyranosyl cation, 1. 

Subsequent calculations on 2,3,4,6-tetra-Omethyl-D-manno (2) and 
glucopyranosyl (3) oxacarbenium ions also found BO and B l pairs of 
conformations (13). For 2 the BO conformation was found to be 4 H 3 with 0-2 
pseudo-axial and for B l the 3 E envelope conformation which is adjacent in 
conformational space to 3 H 4 with 0-2 pseudo-equatorial, see Figure 4. Again 
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Figure 4. The DFT (ADF) calculated conformations of BO (*H3) andBl fE) 
oxacarbenium ions of 2,3,4,6-tetra-O-methyl-D-mannopyranosyl cation, 2. 

the energy difference was surprising and was found to be effectively 0. For 3 the 
BO conformation was indeed H 3 as expected but the B l conformation was found 
to be a twist boat 5 S i far in conformational space from 3 H 4 , see Figure 5. This 
conformation allows 0-2 to be pseudo-equatorial. It is also adjacent in 
conformational space to the boat 2 5 B conformation that has been considered a 
possible conformation for the oxacarbenium ion TS of some glycosidase 
catalysed reactions (75). In this case BO is calculated to be 4.8 kJ mol' 1 more 
stable than B l . Our conclusion from these and some related results is that 
glycopyranosyl oxacarbenium ions have a special preference for 0-2 to be 
pseudo-equatorial with a very approximate stabilization of about 10 kJ mol"1 for 
this effect. The origin of this effect is not clear but could be related to the 
relative orientation of 0-2 to the 0 - 5 - C - l bond in these cations. For pseudo-
equatorial orientations this puts 0-2 in the same plane as 0-5--C-1 whereas 
pseudo-axial orientations put 0-2 approximately perpendicular to this plane. 

The second effect was discovered during our studies of 2 and 3. We had 
chosen O-methyl substituents for two reasons. One was to prevent intra
molecular hydrogen bonding from obscuring other stereoelectronic effects on 
reactivity (16) and the second was that it was a prototype for our ultimate goal 
of studying the effects of protecting groups on reactivity. Previous studies of O-
methyl substituted sugars had found that at least for secondary substituents 
conformations with the O-methyl groups syn to the corresponding sugar 
methines were the most stable (77). A similar syn preference has been noted for 
1,2,3-trisubstituted 2-0-methyl cyclohexanes and was attributed to subtle steric 
effects (18). Examination of our minimum energy conformations for 1 to 3 
shows that all secondary 0-methyl substituents are syn. Calculations of other O-
methyl conformations at positions other than 0-2 showed that these were indeed 
the minima but the effects were small, typically 1-2 kJ mol' 1. Consequently 
when our initial studies of 3 B l found an anti conformation for H-2-C-2-0-2-
C H 3 we were not concerned since frequency calculations showed this to indeed 
be a minimum on the Potential Energy Surface, PES. Our first interpretation was 
that this different conformation was caused by the 5 S i conformation. 
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Figure 5. The DFT(ADF) calculated conformations of BO (*HS) andBl (5Sj) 
oxacarbenium ions of2,3,4,6-tetra-0-methyl-D-glucopyranosyl cation, 3. Also 

shown is the 4Cj hemisphere of the spherical representation ofpyranose 
conformations. The extension on the upper right shows a portion of the lC4 

hemisphere. The labels BO and Bl show the locations in conformational space 
of these conformations. 
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Our attention was drawn back to this question when we embarked on a study of 
the PES for interconversion between the BO and B l conformations of 2 and 3. 
Conventional for quantum mechanics studies using linear transit methods where 
a proposed TS is first found and then using the vibrational modes of the single 
negative frequency to find the minima forwards and backwards from the TS 
were performed. The results for 2 are shown in Figure 6. A pathway starting 
from Ε (Bl) passes through a first TS a 3 H 2 half chair to a third minimum 
conformation ° S 2 followed by a second TS at l S 5 and eventually to 4 H 3 (BO). 
The barriers are about 19 kJ mol' 1 between minima which is considerably lower 
than 34 kJ mol"1 calculated for a more rigid D-galactopyranosyl analogue (79). 
These barriers are low enough to allow equilibration i f the species have 
sufficient lifetimes at normal reaction temperatures (20). One problem with this 
data is that the BO conformation is calculated to be higher in energy than B l by 
9.2 kJ mol"1. Part of this discrepancy is the different rotamers about C-5--C-6 for 
the BO and B l conformations which as shown by the dotted lines on the left of 
the Figure 6 accounts for 3.8 kJ mol' 1 of the energy difference. The remaining 
energy difference is due to the orientation of 0-2 as it is anti in the anomalous 
case. 

Figure 6. The DFT (Gaussian) calculated pathway for interconversion of 2 BO 
to BL The dotted line is the pathway which is traced over the 4C\ hemisphere of 
the spherical representation of pyranose conformations. The extension on the 
upper right shows a portion of the JC4 hemisphere. The bar graph at the top 

shows the relative energies. The dotted line on the left shows the correction for 
the C-5—C-6 torsion change, gg to gt. 

  
  



311 

This observation and similar observations with 3 prompted us to examine 
the 0-2 orientation for all 4 cases with 2 and 3 i.e. BO and B l . The first result 
was that the syn conformation about 0-2 for 3 B l was much lower in energy. In 
fact as can be seen in Table 1 the syn anti energy difference is about 15 kJ moE' 
without the ring conformations changing appreciably for all four pairs. Thus, our 
original interpretation that the anti conformation was stabilized by the 5 S i ring 
conformation was wrong and what we now consider the "normal" syn 
preference applies in this case too. This syn preference is much larger than the 
effect for "normal" O-methyl substituents on sugar or cyclohexane rings. The 
origin of this effect is not known but as is readily apparent from Newman 
projections about 0-2-C-2 different lone pairs on 0-2 are antiperiplanar to the 
p-type orbital on C - l in the syn and anti conformations, see Figure 7. The exact 
values of the dihedral angles (C- l -C-2-0-2-CH 3 ) are given in the last row of 
Table 2. 

Table 1 Relative Energies of syn and anti Conformers of 2 and 3. 

Species DFT0) Ε DFT(2) Ε Species DFT(l) Ε DFT(2) Ε 
kJ mol"1 kJ mol - 1 kJ mol' 1 kJ mor 1 

2 BO 0.0" 0.0b 2 BO 16.28 20.83 
syn anti 
2B1 1.91 -0.87 2B1 14.12 16.24 
syn anti 

3 BO 0.0* 0.0b 3 BO 14.79 19.25 
syn anti 

3B1 4.72 4.89 3B1 13.62 14.60 
syn anti 

a, b These energies set to 0.0 kJ mol"1 for convenience. 

Figure 7. Schematic Newman projections about the 0-2--C-2 bond showing the 
different orientations of lone electron pairs relative to the vacant p-type orbital 

on C-L 
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Table 2. Geometric Variables for syn and anti 2 and 3 from D F T (ADF). 
Variable 2 BO 2 BO 2 B 1 2 B 1 3 BO 3 BO 3 B 1 3 B 1 

syn anti syn anti syn anti syn anti 

C-5--0-5 1.538 1.531 1.522 1.518 1.526 1.531 1.521 1.523 

0 - 5 - C - l 1.269 1.267 1,266 1.268 1.264 1.262 1.274 1.269 

C-Î--C-2 1.482 1.479 1.47 1,467 1.48 1.48 1.467 1.472 

C-2-0-2 1.444 1.449 1.402 1.406 1.416 1.412 1.408 1.411 

0 -2 -CHj 1.453 1.456 1.446 1.457 1.45 1.449 1.443 1.448 

<C-5-0-5 121.6 121.4 122.7 122.7 121.9 121.4 117.6 117.8 
- C - l 
<0-5«C-i 124.5 124.7 125.1 124.3 126 126.1 125.9 124.9 
-C-2 
<C-l-C-2 92.4 96.5 107.9 114.8 107 110.7 109.9 111.9 
-0-2 
<C-2-0- 115 118.7 114.2 115.5 113.6 113.5 113.5 114.8 
2-CH3 

<C-5-0-5 -9.4 -18.9 3.8 5.1 0.4 -6.2 -4.6 -6.2 
- C - l - C - 2 
0 - 5 - C - l .94.6 -105.1 -157 -163.9 138.8 152.9 160.3 174.0 
-C-2-0-2 
<C-l-C-2 -116.9 81.8 -143.1 48.5 119.9 -70 92.4 -71.9 
- 0 - 2 - C H , 

Preliminary Analysis: Geometries, LUMO's and NBO's 

Initial tests to clarify the origin of these two effects namely the unexpected 
preference for 0-2 pseudo-equatorial and the unexpected magnitude of the syn 
anti energy difference about C - 2 - 0 2 C H 3 consist of three types. The first is to 
see i f any geometric variables reflect these differences where the relevant data is 
collected in Table 2. The second is to plot the L U M O ' s associated with these 8 
species (see Figure 8) and the third is to perform natural bond order N B O 
analysis to see i f there are any trends in the apparent bonding patterns, see 
Figure 9. 

Examination of Table 2 shows that for the species (2 B0 syn and anti) with 
0-2 pseudo-axial two geometric variables show some small differences. The C-
2-0-2 bond length is about 0.04 Â longer than for the equatorial cases. The 
angle <C-1-C-2-0-2 is smaller than for the pseudo-equatorial cases. These 
observations are all consistent with some extra degree of electron derealization 
from the C-2-0-2 bond into the 0 - 5 - C - l bond in the axial cases. Perhaps 
related to these structural effects is the observation that the Lowest Unoccupied 
Molecular Orbitals (LUMO's) of the pseudo-axial species (see Figures 8ab) 
have electron density on 0-2 which is not present in the pseudo-equatorial 
species (see Figures 8cd). The effect on geometric parameters for the syn anti 
pairs is less obvious and only two variables show any significant changes 
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besides the <C-l-C-2~0-2-CH 3 torsion angle that defines the difference. These 
two variables are the <C-2-G-2-CH 3 bond angle which is consistently larger in 
the anti isomers and the <0-5-C-l— C-2-0-2 torsion angle which is larger in 
magnitude for all anti isomers. 

Natural Bond Order (NBO) analysis was performed for all 8 species to 
search for possible hyperconjugative interactions (21) that might explain the 
magnitude of the observed syn selectivity. N B O analysis is a method to separate 
localized energies, E(Lewis), from derealization energies, E(Non-Lewis). 

Based on DFT (DFT2, Gaussian 98) calculations the E(Lewis) favors the 
syn conformation of 3 BO by 64.1 kJ mol"1. Whereas the E(Non-Lewis) favors 
the anti conformation by 43.6 kJ mol"1 leading to a net energy difference of 19.3 
kJ mol"1, see Table 1. The absolute energies are much larger for E(Lewis) 

Figure 8. DFT optimized geometry (Gaussian) and spatial distribution of 
LUMO'sfor: (a) (2) BO syn, (b) (2) BO anti, (c) (2) Bl syn, and (d) (2) Bl anti. 

Note pseudo-axial orientation of 0-2 in (a) and (b). 
(See color page 1 in chapter.) 
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Figure 9. The n02 ~* σ CH hyperconjugative interactions from NBO analysis 
for:(a)(3)B0syn, E=19.6kJmoTl (b) (3)B0anti, E = 6.7klmoTl (c) (3)B1 syn, 

Ε = 18.8 Umor1 and(d) (3) Bl anti, Ε =6.7kJmoV. 
(See color page 2 in chapter.) 

representing 99.88 % of the total energy (99.879% for syn and 99.877% for 
anti). However comparing this to benzene which at a similar level of theory has 
an E(Lewis) contribution of 99.742% shows that derealization energy is an 
important factor for glycopyranosyl oxacarbenium ions. 

Further analysis of the derealization contributions shows that the 
magnitude of the interaction of one of the lone pairs on 0-2 with the σ* orbital 
of CH-2 is much larger in all cases examined for the syn conformers. This 
interaction is shown in Figure 9 for 3. The difference in this case is that the 
interaction is antiperiplanar in the syn conformer but synperiplanar for the anti 
conformer. This is consistent with the Bohlmann torsional effect (22). For the 
corresponding σ orbital of CH-2 there is a large charge transfer to the π orbital 
ofC-O-O-5. 
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To further elucidate this effect a torsion angle scan of H-2-C-2--0-2-CH 3 

for 3 BO was undertaken. The results confirmed that the syn and anti 
conformations are the only two minima with a barrier of about 40 kJ mol' 1 

separating them. Further N B O analysis revealed that at the barrier the total Ε 
almost equals the E(Lewis) whereas at the syn minimum these energies are 
different and nearly all the energy difference is contributed by the derealization 
E, about 20 kJ mol"1. Thus the CH-2-C-2--0-2-CH 3 syn preference can be 
largely attributed to hyperconjugative effects. 

Computational Methods 

The DFT(l) calculations were carried out with the Amsterdam Density 
Functional (ADF) program system, ADF2000 (23). The atomic orbitals were 
described as an uncontracted double-ζ Slater function basis set with a single-ζ 
polarization function on all atoms which were taken from the A D F library. The 
1 s electrons on carbon and oxygen were assigned to the core and treated by the 
frozen core approximation. A set of s, p, d, f, and g Slater functions centered on 
all nuclei were used to fit the electron density, and to evaluate the Coulomb and 
exchange potentials accurately in each SCF cycle. The local part of the V x c 

potential (LDA) was described using the V W N parametrization (24), in 
combination with the gradient corrected (CGA) Becke's functional (25) for the 
exchange and Perdew's function for correlation (BP86) (26). The C G A 
approach was applied self-consistently in geometry optimizations. Second 
derivatives were evaluated numerically by a two point formula. The solvation 
parameters were dielectric constant €=9.03, ball radius =2.4 A, with atomic 
radii of C=1.7, 0=1.4 and H=1.2 A. A l l reported energies include this solvation 
correction and Zero Point Vibration energies calculated from frequency 
calculations. 

The DFT(2) calculations were carried out using the Gaussian 98 package 
(27) A l l structures were fully optimized at the b31yp/6-31+g** level of theory. 
The diffuse orbitals augmented basis set (6-31+g**) was used to take into 
account the relative diffuse nature of the lone pairs. The DFT was used to take 
into account electron correlation. The N B O analysis was performed through the 
inclusion of population keyword in Gaussian 98 using the N B O 3.1 program 
(28) . The filled NBOs of the natural Lewis structure describe covalency effects. 
The general transformation of canonical delocalized Hartree-Fock MOs to 
localized hybrid orbitals (NBOs) also leads to orbitals that are unoccupied in the 
formal Lewis structure (29). The interactions between filled (donor) and unfilled 
(acceptor) orbitals represent the deviation of the molecule from the Lewis 
structure and can be used as a measure of derealization (30). The energy 
associated with the anti-bond orbitals can be numerically assessed by deletion of 
these orbitals from the basis set and recalculation of the total energy. 
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Possible Implications for Chemistry and Biology 

There is very active interest in the area of glycobiology to make inhibitors 
of glycosyl transferases and glycosidases. Since many of these enzymes are 
thought to have reaction pathways that involve glycopyranosyl oxacarbenium 
ions one strategy towards such inhibitors is to make compounds that mimic 
them. The marked preference for 0-2 to be in the same plane as 0-5--C-1 
suggests that such mimics should contain planar arrays of the general type V - X -
Y - Z where the array has a net positive charge, the V - X - Y - Z torsion angle is 
near 180° and Ζ is an electronegative atom. Such an array mimics the 0 -5 -C- l -
C-2-0-2 grouping in pseudo-equatorial conformers of glycopyranosyl 
oxacarbenium ions. 

The activating effect of electron donating versus the deactivating effect of 
electron withdrawing substituents at 0-2 ofglycopyranosyl donors in 
glycosylation reactions is well known. The observed syn preference about C - 2 -
0-2 strongly suggests that protecting groups that highly populate this conformer 
should be more reactive. Similarly it seems probable that some enzymes may 
take advantage of this conformational preference and preferentially stabilize the 
syn conformations as the reactants proceed towards oxacarbenium ions. This 
will have a large structural impact on the protein. This is schematically shown in 
Figure 10 where selected atoms of the syn and anti B l conformations of 2-

Figure 10. Superimposition of the syn and anti conformers of2-hydroxy-3,4,o'-
tri-O-methyl-D-glucopyranosyl cation Η-bonded to N-methylacetamide. 

The C-3, C-4, C-5 and C-6 atoms have been omittedfor clarity. 
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hydroxy-3,4,6-tri-(9-methyl-D-glucopyranosyl cation are shown with the 
hydroxyl proton donating a Η-bond to N-methylacetamide. In this case the 
carbonyl oxygens are >5 A apart. Methods to test these hypotheses are under 
current investigation. 
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Figure 1. Collection of 23 NMR structures for hevein bound to (GlcNAc) . The 
backbone fit RMSD between residues (3-41) is 0.57 A; between residues (J 6-1): 

0.39Â and for the key lateral chains holds S19: O.J 9; W21: 0.28; W23: 0.32; 
Y30: 0.30. 

Figure 2. Superimposition of two NMR structures for hevein bound to 
(GlcNAc) . The orientation of the key lateral chains is emphasized. 

  
  



Figure 3. Superimposition of the NMR structures for free and (GlcNAc) -bound 
hevein. The orientation of the key lateral chains is emphasized. 5 

Figure 9. The required energies for rotating around F or for deforming the 
chair for O- (left), C-(middle), and S-glycosides (right).The green bar represents 
the required energy for rotation around Φ. The highest bars in all cases around 

5 kcal/mol represent the required energies for deformation of the chair to the 
observed bound conformation. Protonation of the exo-cyclic oxygen lone pairs 
(additional two bars at the right handside of the O- and S-glycosides) strongly 

decreases the required energy for chair deformation, especially for the O-
compound. 

  
  



Figure 5 A. X-Ray structure of the sialidase of Salmonella typhimurium. Tyr.-
residues at the surface are highlighted by the van der Waals representation. 

  
  



Figure 5.5. Laser photo-CIDNP difference spectra of human galectin-1 
(aromatic part) in (d) Monomer of human galectin-. (e) Monomer of 

human galectin-1 in the presence of the pentasaccharide chain of 
ganglioside GMh 

  
  



Figure 5.6. Model of the stinging nettle agglutinin (Urtica dioica 
agglutinin - UDA). The two binding sites are occupied by the potent 

ligand Ν,Ν',Ν' '-triacetylchitotriose. 

Figure 5.7. X-Ray structure of the pentameric serum amyloid Ρ 
component. 

  
  



Figure 5.10. Illustration of the structure of a dimerfrom pentameric 
SAP (a) including the N-gtycan at one subunit and (b) surrounding 

water molecules. 

  
  



Figure 5.11. Illustration of the structure of a dimer from pentameric 
SAP (a) including the unmodified glycan at one submit (b) with 
emphasis on the contact region (c) including the desialylated N-

gfycan of one subunit and (d) with emphasis on the contact region of 
this form. 

  
  



Figure 5.11. Continued. 

  
  



Figure 5.12, (b) Energy minimum conformations of ahCG 
glycosylated at Asn78 - (paT>~entry: 1HD4). The CIDNP-relevant 

Tyr-residue (Tyr65) is highlighted by its van der Waals 
representation. 

  
  



Figure 6. Space-filling representation of f}-L-Fucp-(l->4)-a-D-Galp-OMe in 
three orientations showing the location of 0(3)H within the solvent inaccessible 
surface (slightly shaded). The Δδ-value of -ft64 ppm was attributed to reduced 

hydration. (Reproduced from reference 45. Copyright 2004.) 

  
  



Figure L Cellotetraose positioned on top of the cellulose (110) plane and 
surrounded by a box of water (top-left) as viewed from the reducing end along 
they axis, when looking perpendicular on the (1-10) plane (top-right), when 

looking perpendicular on the (110) plane bottom-left), and when looking 
perpendicular on the (200) plane (bottom-right). 

  
  



Figure 3. The position of cellotetraose in parallel (top) and antiparallel 
(bottom) orientation. Hydrogen bonds between cellotetraose and cellulose are 

depicted by dotted lines. 

  
  



Figure 4. The position of mannotetraose in parallel (top) and antiparallel 
(middle) orientation. Hydrogen bonds between mannotetraose and cellulose are 

depicted by dotted lines.(bottom) Mannotetraose on top of the (110)plane of 
cellulose in antiparallel starting position (left) and after rotation of the 

tetrasaccharide (right) (1.5 ns simulation time) in MD simulation MA6e. 

  
  



Figure 5. The position of xylotetraose in parallel (top) and antiparallel (bottom) 
orientation. Hydrogen bonds between xylotetraose and cellulose are depicted by 
dotted lines. The left column shows the 2-fold symmetry configuration (XP2e top 

andXA bottom) and the right column depicts the (partial) 3-fold symmetry 
configuration (XPÎ top andXA3e bottom). 

  
  



Figure 9.1. Topologies ofPs. amyloderamosa debranching andE. coli brancing 
enzymes (a). Details of their superimposed active sites (b). 

Figure 9.2. Docking of the G10' in DBE (a). Details of the nstackings (b). 

  
  



Figure 9.3. Docking of the G12 in BE (a). Details of the π stackings (b). 

Figure 9.4. Docking of glycogen fragment in BE (a). The t{junction region" (b). 

  
  



Figure 9.5. DA VAS pocket in BE (a). DLASVwall in DBE (b). 

Figure 9.6. Subsites +7 ' and -1 of BE designedfor a a-(l, 6) transglycosylation? 

  
  



Figure 11.1. IgG antibody structure indicating the variable and constant 
domains. The hypervariable loops associated with the light (LI -3) and heavy 

(HI-3) chains in the Fv are indicated. The figure was created using Pymol(15) 
from the PDB file entry 1IG, the first structure of an intact IgG to be 

reported (16, 17). 

Figure 11.2. Overlay of comparative FV models with x-ray diffraction structures 
(crystal structure is blue, comparative model light chain red and the heavy 
chain cyan). Model a superimposes onto 1PLG with a Ca RMSD of 0.44Â, 

while b superimposes on 1MFD with a value 0.62 Â. The predicted homology 
model c for Fv 1B1 is shown. 

  
  



Figure 14.2. Illustration of the principle of the genetic algorithm docking 
strategy. A.) The state of the system is entirely defined by a series of variables: 

one value for each torsion, the coordinates of the center of mass (Trans X, Y and 
Z) and four quaternion values. B.) Multiple random states are generated as a 

starting population. The system is allowed to evolve by mutation and crossover. 

Figure 14.3. Illustration of the thermodynamic cycle principle. The blue shape 
represents solvent. The free energy change (AG) of the binding event in solution 

can be calculated as the sum of the free energy change in vacuum plus the 
difference in the free energy changes ofsolvation of the ligand, protein and 

protein-ligand complex. 

  
  



Figure 14.5. Binding site of Concavalin A (9). A water molecule serves as a 
hydrogen bond bridge between the mannose ring and the Arg 228 side chain. 

  
  



Figure 17.8. DFT optimized geometry (Gaussian) and spatial distribution of 
LUMO'sfor: (a) (2) BO synf (b) (2) BO anti, (c) (2) Bl syn, and (d) (2) Bl anti. 

Note pseudo-axial orientation of 0-2 in (a) and (b). 

  
  



Figure 17.9. The n02-*à*CHhyperconjugative interactions from NBO analysis 
for: (a) (3)B0 syn, Ε =19.6 UmoT1 (b) (3)B0 anti, Ε =67 Urnot1 (c) (3)B1 

syn, Ε = 18.8 Urnot1 and(d) (3) Bl anti} Ε = 6.7 Urnot1. 
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